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Executive Summary

This deliverable advances the RadioWeaves infrastructure for enabling ultra-reliable communi-
cation, positioning, and efficient wireless power transfer (WPT). Combined with energy neutral
(EN) devices, this technology enables massive yet sustainable deployments of connected pas-
sive devices for the Internet of Things (IoT). Our main contributions to improve the WPT efficiency
and the communication quality of EN devices are as follows: the fusion of reciprocity-based and
geometry-based beamforming for WPT, the amplitude modeling of specular multipath compo-
nents (SMCs), the estimation of the EN device position and the use of geometric channel infor-
mation, the direct link interference (DLI) cancelation algorithm, the detection algorithm for energy
neutral device (END) information bits and the hardware design for energy harvesting. The details
of the contributions are given below.

For WPT applications, we address challenges related to continuous and reliable channel state
information (CSI) updates by focusing on signal processing techniques for beamforming and ex-
ploring the relation between a massive multiple-input multiple-output (MIMO) array and its envi-
ronment. To enhance energy efficiency in WPT, we propose a novel approach leveraging both
reciprocity-based and geometry-based beamforming. We employ a sparse Bayesian learning
(SBL) algorithm to estimate the EN device position and the geometric channel information based
on noisy uplink pilots. A state-space filter is used to improve the position estimates and geometry-
based channel predictions. We show that reliability and efficiency in WPT are enhanced, which
is crucial for operating EN devices.

By analyzing the measurements obtained from a MIMO testbed inside a laboratory room, we
build an abstract model of the channel components and their relationship to the geometry of
the indoor surroundings. For this, we develop a compression technique to reduce the amount
of data needed to be stored in the environment model. In the context of WPT, we analyze the
effectiveness of the model.

In addition, we propose a beamforming technique and a detection algorithm for interference miti-
gation in backscatter communication (BC) in MIMO setup. Due to the strong DLI, the BC perfor-
mance degrades, and there is a need for high-resolution analog-to-digital converters (ADCs) in
the receiver circuitry, which increases the cost. We propose a transmission scheme that employs
the transmit beamforming to cancel the DLI and reduce receiver dynamic range requirements.
Additionally, a detection algorithm based on generalized log-likelihood ratio test (GLRT) is intro-
duced to enhance the symbol detection performance at the receiver. Moreover, in a single-input
single-output (SISO) setup, for BC in wideband bistatic orthogonal frequency-division multiplexing
(OFDM) systems, we propose an algorithm for simultaneous DLI mitigation and CSI estimation.
The derived algorithm is also capable of estimating the EN device information bits.

We propose a hardware design for energy harvesting systems, focusing on energy conversion
efficiency, the harvesting performance evaluation of the NXP sSUF Test-integrated circuit (IC), the
estimation of maximum achievable harvesting distances, and the regulatory compliance in the 2.4
GHz WIFI ISM-band. We show that the power harvesting efficiency of the front end diminishes
at higher input powers, creating a challenge for simultaneous operation at both device sensitivity
and maximum power budget. To address this challenge, we propose a front-end design with two
branches. The first operates at low sensitivities with high conversion efficiency to provide initial
access energy. In contrast, the second operates at high voltages to deliver power levels suitable
for efficiently driving microcontroller units (MCUs).
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In summary, we achieve robustness in WPT by introducing the fusion of reciprocity-based and
geometry-based beamforming. We demonstrate that environment-awareness can increase the
beamforming efficiency. In the context of WPT, we use the predicted amplitudes of SMCs for
maximum ratio transmission (MRT) and show the usefulness of an environment model. We also
demonstrate that the DLI in the MIMO BC setup is canceled by the introduction of the transmit
beamforming, which in turn enables the use of low-resolution ADCs that are low-cost and energy-
efficient. Moreover, we demonstrate that the proposed algorithm for the SISO BC setup estimates
the unknown parameters of the backscatter modulation signal, which includes inherent DLI can-
cellation. In addition, we show that our proposed front-end design with two branches presents a
promising solution for better power harvesting efficiency at higher input powers.
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Chapter 1

Introduction

The RadioWeaves infrastructure offers various services, including reliable communication, accu-
rate positioning, and wireless power transfer (WPT). When combined with energy neutral (EN)
devices, this infrastructure can enable large-scale and sustainable deployments of connected
devices for the Internet of Things (IoT). By directing radio waves coherently from multiple Ra-
dioWeave panels to the location of an EN device, exceptional efficiencies can be achieved. We
leverage the RadioWeaves infrastructure to make extensive, sustainable, and cost-effective IoT
deployments a reality by addressing critical technological challenges, such as robust beamform-
ing techniques, efficient channel modeling, implementing interference mitigation strategies, and
designing hardware for energy harvesting systems.

Improving the efficiency of WPT is crucial for supporting the operation of a vast number of pas-
sive devices. We investigate novel techniques for beamforming to improve the WPT efficiency.
Chapter 2 explains how a RadioWeaves infrastructure enables functional features such as ef-
ficiency, mobility support, robustness, and reliability in downlink beamforming through methods
such as positioning, environment mapping, and environment learning. The chapter is divided
into two sections, each of which evaluates the proposed methods on an individual synthetic aper-
ture measurement dataset. In Section 2.1, we conceptualize an algorithm that localizes an EN
device based on noisy uplink pilots and performs environment learning by decomposing the chan-
nel impulse response (CIR) into a line-of-sight (LoS) component and several specular multipath
components (SMCs). Our first dataset reflects a scenario where the device moves from LoS
conditions into non LoS (NLoS) conditions where beamforming via SMCs lets still establish effi-
cient WPT even when the LoS is blocked. Proactive tracking of the device and its SMCs allows
to predict channel state information (CSI) using a geometry-based channel model. We propose
channel fusion as a method to combine measured CSI and predicted CSI by incorporating the
uncertainty of the individual CSI available. We demonstrate that channel fusion can achieve ef-
ficiency in low-signal-to-noise ratio (SNR) scenarios where a geometry-based beamformer may
outperform a reciprocity-based beamformer, and we show how robustness is achieved by relying
on measured CSI if the geometry-based channel model breaks down.

Environmental awareness, e.g., amplitude modeling of SMCs, can improve the efficiency of
beamforming and WPT. In Section 2.2, we analyze another dataset of channel measurements
obtained from a synthetic massive multiple-input multiple-output (MIMO) array interacting with
its surroundings. Within this context, an amplitude model is constructed based on the assumed
known geometric layout of the indoor environment. We conduct both static and trajectory mea-
surements to capture the dynamic interaction between the synthetic massive MIMO system and
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its surrounding environment. Utilizing ray tracing techniques, we extract wall intersection am-
plitudes from the channel measurements. This process provides insights into the behavior of
obstructions and how different building materials affect multipath components (MPCs). To model
the environment effectively, we develop compression techniques specifically tailored for wall seg-
ments and their associated amplitudes. After compression, we showcase the reconstruction
process and demonstrate its applicability to WPT scenarios. This not only underscores the ef-
fectiveness of our compression techniques but also highlights the practical implications for WPT
applications. To gauge the applicability of the developed methods, we evaluate their prediction
capabilities in different ways. Section 2 thus deals with understanding how the radio channel is
affected for different surroundings and how it can be modeled efficiently for use in other algo-
rithms.

Distributed RadioWeaves setup is a promising solution for bistatic BC (BiBC). In BiBC, the direct
link interference (DLI) between two RadioWeaves (caused by the received carrier signal) is too
strong compared to the received backscattered signal due to the double path-loss effect on the
backscattered link. This increases the required dynamic range in the receiver circuitry, and con-
sequently, there is a need for high-resolution analog-to-digital converters (ADCs) in the receiver.
This represents a great limitation because ADCs are major power consumers. In Chapter 3, we
propose a transmission scheme that uses transmit beamforming to cancel the DLI and thereby
decreases the necessary dynamic range (and power consumption of the infrastructure). We also
propose a generalized log-likelihood ratio test (GLRT) to detect the EN device symbol in the re-
ceiver and show that joint use of the proposed beamforming technique and GLRT increases the
detection performance of the EN device symbols.

In Chapter 4, we focus on simultaneous DLI mitigation and CSI estimation in single-path single-
input single-output (SISO) orthogonal frequency-division multiplexing (OFDM) systems. We es-
tablish a time-domain signal model to derive an algorithm to separate the weak backscatter signal
from the strong DLI by exploiting the masking property of the binary on–off keying (OOK) modula-
tion of the energy neutral device (END). First, we derive an estimator for the unknown parameters
of the OOK modulation signal, which incorporates inherent cancellation of the direct link signal.
With the obtained estimate of the modulation parameters, the finite impulse responses (FIRs) of
the system are estimated using a masked maximum likelihood (ML) approach. The algorithms
are evaluated using a scenario specific bistatic SISO setup based on a standardized OFDM
framework and a standardized backscatter scheme.

High input powers can degrade power harvesting efficiency, limiting the simultaneous operation
of initial access and efficient energy harvesting at high input powers. To mitigate this challenge, in
Chapter 5, we study hardware design aspects of energy harvesting systems, focusing on energy
conversion efficiency, maximum reachable harvesting distance, and regulatory considerations
within the 2.4 GHz WIFI ISM-band for different use cases. We propose a novel front-end design
with dual branches: one optimized for low sensitivities with high conversion efficiency to provide
initial access energy, and another operating at high voltages to deliver power levels up to 100 mW
for driving microcontroller unit (MCU) efficiently.
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Chapter 2

Signal processing for beamforming,
channel estimation and positioning

We investigate techniques for beamforming in the application context of WPT. Particularly, we
introduce beamforming concepts on the downlink by means of precoding weights for phased
arrays. We do this while keeping in mind that the radio channels are reciprocal1 and the precoding
techniques also apply to the uplink. This Chapter is intended for readers with a background in
wireless communications.

Notation. For the remainder of this deliverable, lowercase bold letters x will be used to denote
vectors, while uppercase bold letters X denote matrices. Further, [x]i denotes the ith element
of vector x, and [X]i,j denotes the element of row i and column j in matrix X. We use xT and
xH to denote the transpose and Hermitian transpose of x, respectively. The p-norm of vector x
is denoted as ∥x∥p, while we omit the subscript notation for the Euclidean norm, i.e., ∥x∥ given
p = 2. The amplitude of a complex number z is denoted by |z|, z∗ is the complex conjugate of
z, and ∠z is its phase. The Hadamarad product is denoted by ⊙ and the Kronecker product is
denoted by ⊗. The identity matrix is denoted by I, while 1i×j denotes a (i× j)-matrix of all ones.
With X being an (M ×N) matrix, X+ denotes its (N ×M) Moore-Penrose pseudoinverse.

2.1 Fusion of reciprocity and geometry-based beamforming

We leverage the synergies of both i) reciprocity-based and ii) geometry-based beamforming by
fusing both types of CSI. We have found that the former beamformer inherently exploits spherical
wavefront propagation and multipath propagation to increase its efficiency [1] and converges
to the power-optimal2 solution, if noise-free, perfect CSI is available. The latter beamformer
uses a geometry-based channel model that predicts CSI based on a known geometry which is
generally not impaired by noise of measured CSI in contrast to the former. An EN device position
will practically be estimated based on inherently noisy measured CSI, which again introduces
uncertainty about the position estimate. So the question arises whether there is much to gain by
employing a geometry-based beamformer and if the gains are worth the additional investment of
computational resources and power to infer the device position and predict CSI.

1In our analysis we consider radio channels between the antennas of a contact service point (CSP) and an EN
device. Possibly non-reciprocal parts of their frontends are not considered in this analysis.

2This is inherent to performing maximum ratio transmission (MRT) with perfect CSI. Please refer to [1] for more
details.
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We formulate our central hypotheses with respect to functional features:

1 Efficiency:
Fusing noisy3 measured CSI with geometry-based predicted CSI will improve the beam-
forming efficiency. This is because a geometry-based beamformer is likely to reject physi-
cally implausible solutions. This results in high energy efficiency in a WPT context and high
data-rates in a communication context.

2 Mobility Support:
Leveraging the outstanding positioning capabilities of a distributed radio infrastructure with
a state-space filter allows robust and accurate tracking of a device. Paired with a physics-
based geometric channel model this allows to continuously predict CSI of a fast-moving
device even if its pilot rate is insufficient to provide CSI updates for a reciprocity-based
beamformer.

3 Robustness:
Predicting sudden changes of CSI (like NLoS conditions) in a known environment, or by-
passing impairments can enable ultra-high robustness, i.e., avoiding outage with high prob-
ability. This can be achieved either with a single RadioWeave establishing a simultaneous
multibeam transmission (via SMCs), or with distributed RadioWeaves jointly beamforming
to a single device.

4 Reliability:
Pro-actively tracking and distributing motion information (e.g., position, velocity) supports
orchestrating successful handovers of devices from some RadioWeaves with successively
unfavorable propagation characteristics (e.g., path loss, blockage, multipath impairements)
to others with increasingly favorable chararacteristics. High reliability will be achieved in
terms of both low packet loss and low service outage.

Significance for operating passive EN devices:
RadioWeaves are a distributed radio infrastructure that natively supports EN devices. Some4 EN
devices are passive, i.e., they rely entirely on being powered through WPT and can only com-
municate through backscatter communication. Their operation demands that the initial-access,
i.e., the first power-up and backscatter communication, has been established successfully such
that CSI could be estimated on a backscattered signal. Both their communication ability, as well
as their power supply depend heavily on continuous and reliable CSI updates. Rapid changes in
channel characteristics may result in an outage, the EN device receiving insufficient power and
eventually becoming inoperable. Since a retransmission is impossible5 for such a passive device,
the connectivity is lost and the initial access has to be established again. This highly unfavorable
event may be caused by either a mobile EN device, possibly moving out of a focal point or behind
a blocking object, or a changing environment, such as a person walking through the LoS path.
Especially for mobile EN devices, a geometry-based beamformer can provide the necessary ro-
bustness when paired with wireless positioning and tracking, possibly at the expense of some
efficiency6.

3If and how large the practical efficiency gains are, depends on the SNR, since, in the high-SNR case, a
reciprocity-based beamformer is likely to outperform a geometry-based beamformer already.

4According to the definition in [2] the device classes 1-2 are entirely passive devices that rely on being powered
through WPT and communicating via backscatter communication.

5Once in an outage condition, insufficient power is transmitted to the EN device, such that the backscattered
signal level is too low to be detected at the receiving RadioWeaves (RWs).

6Our results in Fig. 2.3 on page 15 show that a geometry-based beamformer can only outperform a reciprocity-
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Our method can be outlined as follows:
Inverse Problem. As indicated in the formulation of our hypotheses above, we aim to leverage
the positioning capabilities of RadioWeaves, thereby using them as a cognitive radio infrastruc-
ture. Per RW, we employ a sparse Bayesian learning (SBL) algorithm from [3] to decompose a
measured sum-channel into a LoS and several SMCs using a geometry-based channel model.
Hence, we estimate the parameters of the model which explicitly include the position of the EN
device and implicitly7 the positions and orientations of specular surfaces (such as walls and the
floor). Although the SBL algorithm is a point estimator, we assign probability density functions
(PDFs) to its parameters, which allows us to fuse local measurements from multiple RWs on
a global infrastructure-level. This can be considered an instance of multisensor data fusion, a
key enabler for leveraging the full positioning potential with distributed MIMO (D-MIMO) systems.
Estimating parameters per RW, we benefit from the following:

i) Working with batches of lower-dimensional data leaves the SBL algorithm tractable since
it is not well suited for working with high-dimensional data due to the high computational
burden involved.

ii) We inherently incorporate estimating the visibility of components, which addresses the spa-
tial non-stationarity aspect of D-MIMO infrastructures, but demands to solve the data asso-
ciation (DA) between the individual components detected by individual RWs. That is, some
components are detected only at some RWs where they are visible but the detections have
to be associated to the same component for jointly processing the information they contain.

iii) SBL is an algorithm that inherently estimates the model order, i.e., the number of compo-
nents the channel measurement is composed of.

Generating estimates with individual RWs instead of jointly estimating parameters with the com-
plete RWs infrastructure would generally sacrifice aperture and hence positioning accuracy. This
would be considered the major drawback of this approach. However, we estimate and preserve
the phases of the individual RWs which lets us coherently fuse estimates on an infrastructure
level and, hence, retain the positioning accuracy of using the complete infrastructure aperture.
Despite making DA necessary, our method inherently addresses the problem of spatial nonsta-
tionarity, i.e., components being visible only at a subset of the RWs. While we employ a plane
wave (far field) approximation per RW (where the aperture of the RWs is small compared to the
curvature of the wavefront), we use a spherical wave (near field) model for the infrastructure. This
is how we solve the inverse problem of estimating model parameters from measured CSI.

Forward Problem. We employ a state-space filter i) to get more accurate position estimates at
time step n by fusing it with estimates from all preceding time steps 1 : n − 1, and ii) to predict
future positions (e.g., at time steps n + 1 or even any non-integer time step). Predicting the
position, we can in turn use it as a parameter in our geometry-based channel model and predict
CSI for a future position of the EN device along its trajectory, hence we solve the forward problem
of generating data using known (in our case predicted) parameters.

The presented method is relevant for several use cases:
Relating to the use cases defined in [2, Sec. 2.2.2] our method is of particular relevance for use
cases 10 positioning and tracking of robots and unmanned vehicles (UVs) and 5 tracking of goods

based beamformer given noisy CSI. The fusion of both types of CSI provides robustness at the cost of some effi-
ciency.

7The parameters that define specular surfaces are described in Section 2.1.2.1 and depend directly on the posi-
tions of “mirror images” of the transmitting device.
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and real-time inventory both of which demand high positioning accuracy and high reliability while
accommodating high mobility speeds. The latter is of particular interest as it needs to support
low-energy positioning possibly enabled through passive EN devices that communicate through
backscatter communication and depend on robust, continuous WPT. Both use case 8 wander de-
tection and patient finding and 11 location-based information transfer do also rely on low-energy
positioning where the former demands robust positioning in possibly complex environments.
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Figure 2.1: The trajectory scenario. An EN device is moving on a trajectory around a shelf from
LoS conditions to non LoS conditions.

The remainder of Section 2.1 is organized as follows. In Section 2.1.1, we first introduce the
real-life measurement scenario that we use to evaluate our method. We define a signal model
in Section 2.1.2 that we believe to correspond most closely with the actual, physical measure-
ments conducted. Later, in Section 2.1.3, we define an inference model that is a (low-complexity)
approximation of the physical signal model and is well suited for estimating our parameters of in-
terest. In Section 2.1.3, we briefly discuss how we perform geometry-based channel estimation in
local per-RW parameters, but the solution to the DA problem between these estimates (for fusing
them in global per-infrastructure parameters) will be contributed to a future deliverable. Eventu-
ally, after having discussed the model of our data for a single snapshot, we make the transition
to measurements acquired at time steps n and the state-space filtering of our estimates along
the trajectory of the EN device. This estimation and tracking task is implemented using a particle
filter (PF) and described in Section 2.1.4. Using the state-space model, the position and velocity
estimates at a current time step n are used to predict the device position at arbitrary (possibly
non-integer) time steps n′ > n. Our geometry-based channel model is leveraged in Section 2.1.5
to solve the forward problem of predicting CSI using the predicted device position, after previously
being used to solve the inverse problem of estimating the EN device position. Closing the loop,
in Section 2.1.7 we fuse our estimated and predicted CSI.

2.1.1 Scenario and dataset description

The scenario considered in this section is depicted in Fig. 2.1. We consider an EN device moving
on a trajectory and transmitting uplink pilots. A set of NRW = 15 RWs receives the uplink pilots.
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Each RW is equipped with M = 64 antennas arranged as an (8 × 8)-uniform rectangular array
(URA) with an antenna spacing of ∆ = λ

2
with the wavelength λ = c

fc
defined at a center fre-

quency fc = 6GHz. Measurements were acquired at a bandwidth B centered around fc. We
consider the RWs to operate temporally coherent, i.e., the phase offsets and frequency offsets of
their individual clocks are known and compensated for, and spatially coherent, i.e., their positions
and orientations w.r.t. each other are known. Hence, they can be operated as a single, physically
large, and jointly coherent aperture.

We acquired a synthetic aperture measurement dataset with a vector network analyzer (VNA)
and a mechanical positioner8 to evaluate the performance of our method in a real-life scenario.
As depicted in Fig. 2.1, the starting position of the EN device along the trajectory is well in LoS
conditions w.r.t. the single RWs. Along the trajectory, the EN device moves around a metal
shelf and enters NLoS conditions. The shelf is filled with strongly absorbing material to cause
severe blockage9 of the LoS. Hypothesis 3 of our research is that robust algorithms can achieve
resilience by exploiting spatial diversity to overcome sudden changes in the propagation channel.
In the context of this dataset, the task is to reach the EN device in NLoS conditions by exploiting
SMC channels. As depicted in Fig.2.1, we model these channels through an SMC channel model,
where reflections at large, planar surfaces are represented through images of the physical RWs
mirrored across these surfaces (e.g., walls, windows, or the floor).

We first describe a “generative” signal model in Section 2.1.2 that we believe corresponds most
accurately to the “true” physical mechanisms generating our measured data. Later, we describe
an inference model in Section 2.1.3 where we approximate the “true” physical model and trade
its accuracy and complexity for computational efficiency and simplicity.

2.1.2 Signal model

Before diving into the details of our “generative” signal model it is worth highlighting what position-
related information is available in our measured signals. In array signal processing, there exist
three fundamental array responses:

a The spatial array response (cf. Sec. 2.1.3.2) models the phase shifts of a signal at different
points in space (sampled through antennas or other sensors) due to different propagation
distances, or arrival with different phases, respectively. It is conventionally used to find the
direction10 of a signal incident at an antenna array.

b The temporal array response (cf. Sec. 2.1.3.1) models the phase shifts of a signal at differ-
ent points in the frequency-domain due to the propagation distance the signal traveled from
its source to a receiving antenna. It is conventionally used to determine the distance to the
signal source.

c The Doppler array response models the phase shifts of a signal at different points in time
due to the Doppler frequency shift caused by the relative motion (i.e., the velocity) between
the signal source and a receiving antenna. It is conventionally used to determine the veloc-
ity of the signal source, but can also be used to perform positioning [5].

8Refer to [4] for more details on the measurement system.
9The shelf has been filled with absorbers intentionally to create an extreme “worst case” scenario.

10In the array near-field, the spatial array response a can also be used to determine the distance to the signal
source without demanding bandwidth resources.
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With “only” N = 199 measurements along a trajectory spanning multiple meters, the correspond-
ing Doppler-aperture is rather coarse. Hence, in this work, we do not use the Doppler aperture
c and focus on the spatial array response a and the temporal array response b for positioning
the EN device.

As described in Section 2.1.1, we consider a single-antenna EN device moving on a trajectory
and transmitting uplink pilots. The uplink pilots impinge on the NRW RWs, each equipped with
M receive antennas. At a single time instance tn, each RW acquires noisy frequency-domain
channel vectors

h̃m =
K∑

k=1

hm,k + hDM,m + nm ∈ CNf×1 (2.1)

per antenna m ∈ {1 . . . M} in complex baseband with elements [h̃m]nf
, nf ∈ {−Nf−1

2
. . .

Nf−1

2
}

being discrete-frequency samples equally-spaced at ∆f = B
Nf−1

and the number of frequency
bins Nf either being an odd integer, or nf being centered between two integers. Equation (2.1)
consists of three terms: The first term represents a sum of an LoS channel vector hm,1 and (K−1)
SMC channel vectors {hm,k | 2 < k < K} modeling reflections at large, planar surfaces. The
second term represents diffuse multipath which models stochastic scattering at small, distributed
objects, or surfaces that are rough w.r.t. the wavelength λ [6]. The third term represents a noise
vector of Nf i.i.d. circular Gaussian noise samples [nm]nf

∼ CN (0, σ2).

For inference, we neglect diffuse multipath in this work and focus on the other two terms. We
model the noise-free SMC channel vector hm,k (including the LoS) using a geometry-based chan-
nel model initially defined in [7] and later refined in [1]:

[hm,k]nf
=
√

Gr
λ√
4π︸ ︷︷ ︸√

Ar

√
Gt

1√
4πdk,m

γk,m gpol
k,m e

−j 2π
λnf

dk,m
(2.2)

=
√

Gr

√
Gt

λ

4πdk,m
γk,m gpol

k,m e−j 2π
c
(fc+∆f nf ) dk,m (2.3)

In this equation, Gr and Gt denote the angle-dependent antenna gains of the receive and trans-
mit antennas, where Ar represents the aperture of a receive antenna. Possible reflection co-
efficients11 at specular surfaces and polarization losses are modeled through γk,m ∈ C and
gpol
k,m ∈ [0, 1], respectively. The symbol dk,m denotes the scalar distance between the transmit

antenna located at position p (notation for brevity; later denoted pn considering a moving de-
vice) and the position pk,m of the mth receiving antenna of the kth SMC, i.e., dk,m = ∥rk,m∥
with the vectorial distance rk,m = pk,m − p. As is indicated in Fig. 2.1, we model first-order12

SMCs through virtual images of the physical RWs mirrored across specular surfaces. If the RWs
were transmitting, the EN device would receive signals virtually impinging from the location of
the mirror sources. With the EN device transmitting, the RWs would receive signals impinging
from images of the EN device virtually mirrored across specular surfaces. Due to channel reci-
procity, both of these models are equivalent regardless of whether an RW acts as a transmitter
or receiver. The exponential term in (2.2) models the phase shift of the signal at each passband

11Reflection coefficients γ are computed through the Fresnel equations and depend on electromagnetic material
parameters. Lossy materials (conductivity σ > 0) may result in complex-valued reflection coefficients, and hence
shift the signal in phase.

12To save computational complexity and knowing that most power is contained in the LoS and some first-order
reflections [1], we focus on these only and leave extending the model for higher-order mirror sources to future work.
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frequency (fc + ∆f nf ) depending on the distance dk,m traveled. Note the dependence on both
the frequency-domain bins as well as the spatial-domain positions of the antennas, hence the
spatiotemporal sampling of the received signal.

2.1.2.1 Geometrical specular multipath model

We consider physical RWs ns ∈ {1 . . . NRW} centered around pRW
ns

with antennas m ∈ {1 . . . M}
located at positions pa

m relative to pRW
ns

. The complete template RW array layout relative to pRW
ns

is captured in Pt = [pa
1 . . . pa

M ] ∈ R3×M . The antenna positions of an actual physical RW are
computed by shifting it out of the origin to its intended position pRW

ns
through

P (1)
ns

= Pt + pRW
ns
11×M , (2.4)

where 1i×j denotes an (i× j)-matrix of all ones.

Our considered geometric model is constrained to first-order SMCs, which allows to sufficiently
describe the surfaces13 with normal vectors nw

k and one arbitrary point pw
k on the plane. To mirror

an RW across a surface k > 1, it is practical to first mirror its physical center position pRW
ns

pSMC
ns,k = pRW

ns
− 2

((
pRW
ns
− pw

k

)T
nw

k

)

︸ ︷︷ ︸
:=l

nw
k , (2.5)

l being the (minimum) scalar distance between physical RW and the surface (see Fig. 2.2), and
use the householder matrix

H = I − 2nw
k n

w
k
T (2.6)

to compute the array layout of its mirror image

P (k)
ns

= H Pt + pSMC
ns,k 11×M . (2.7)

2.1.3 Inference model

Both for the reverse problem (i.e., inference) as well as the forward problem (i.e., prediction), we
focus on the LoS and first-order SMC channel vectors h(ns)

m,k of each RW ns, since they contain
most of the signal power [1].

2.1.3.1 Temporal array response

We define the temporal array response vector in complex baseband as

b(ns)(τ) =
[
e−j2π∆f

Nf−1

2
τns . . . ej2π∆f

Nf−1

2
τns

]
∈ CNf×1 , (2.8)

which describes the phase shifts of the signal in the Nf frequency domain bins depending on the
propagation delay τ of a signal from the transmitting EN device to the center of a receiving14 RW.
Hence, we use (2.8) to find the scalar propagation distances dk := ∥rns∥ with rns = pk,m − p
denoting the vectorial distance from the EN device at position p to the center of the ns

th RW.
13Note that this definition models surfaces of infinite extent which is sufficient only for first-order SMCs and convex

scenario/room geometries.
14According to our mirror source model defined in Section 2.1.2.1, the signal is received by both physical and

virtual mirror RWs.
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Figure 2.2: Courtesy of the IEEE P3343 Working Group: Illustration of the (virtual) mirror RW
model. The antenna layout of the physical aperture is computed using (2.4) while the layout of
the virtual aperture is computed using (2.7). Any specular surface k is described through its
normal vector nw

k and an arbitrary point pw
k on the surface.

2.1.3.2 Spatial array response

In this section, we introduce a general spatial array response and decompose it into a hierarchical
model of local array responses as

ns
for RWs, and global array responses ai for the complete

infrastructure of RWs. The word local refers to the fact that we first extract point estimates in local
per-RW coordinates using SBL and later fuse these estimates on an infrastructure level in global
coordinates.

We define the general spatial array response for a device at position p transmitting an uplink pilot
that is received at RWs ns ∈ {1 . . . NRW} centered around pRW

ns
with antennas m ∈ {1 . . . M}

located at positions pa
m relative to pRW

ns
:

[a](ns)
m = exp

{
−jrT

mk
(ns)
m

}
= exp

{
−j
(
p− (pa

m + pRW
ns
)
)T
k(ns)
m

}
(2.9)

where the wave vectors

k(ns)
m =

2π

λ



sin θ(ns)

m cosφ(ns)
m

sin θ(ns)
m sinφ(ns)

m

cos θ(ns)
m


 (2.10)
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are defined w.r.t. the phase centers of each individual antenna m within each sub-array ns in
local spherical antenna coordinates with θ(ns)

m denoting the elevation angle and φ(ns)
m denoting

the azimuth angle. The spatial array response in (2.9) describes the phase shifts of a signal at
different points in space (i.e., antenna positions) due to different propagation distances from the
the transmitting EN device to the individual antennas m of a receiving RWs.

Assumption A1 :

Despite (2.9) generally representing a spherical wavefront model both regarding the infrastructure
of NRW RWs as well as the M antennas within an RW, we apply a plane wave approximation within
an RW. Hence, we replace the wave-vector k(ns)

m defined w.r.t. the phase center of each antenna
m with a wave vector kns defined w.r.t. the phase center of the ns

th sub-array

kns =
2π

λ



sin θ(ns) cosφ(ns)

sin θ(ns) sinφ(ns)

cos θ(ns)


 . (2.11)

Hence our array response becomes

[a](ns)
m = exp

{
− j

:=ϕns︷ ︸︸ ︷
(p− pRW

ns︸ ︷︷ ︸
:=rns

)Tk(ns)
m

}
exp

{
jpa

m
Tk(ns)

m

}
(2.12)

A1

≈ exp
{
−j(p− pRW

ns
)Tkns

}
︸ ︷︷ ︸

:=[ai]ns

exp
{
jpa

m
Tkns

}
︸ ︷︷ ︸

:=[as
ns ]m

, (2.13)

where we have now factorized our general array response into a per sub-array response as
ns
∈

CM×1 (subject to the plane wave assumption A1 ) and a per infrastructure array response ai ∈
CNRW×1 that represents a spherical wavefront model.

2.1.3.3 Likelihood model

The local per-RW parameter vector for an RW ns for component k is

η(k)

RW,ns
=
[
θ(k)ns

, φ(k)
ns
, τ (k)ns

, ϕ(k)
ns
, α(k)

ns
, σ2

ns
, γ̃(k)

]T ∈ R7×1 , (2.14)

containing elevation and azimuth angles, delay, phase, and amplitude of the kth impinging compo-
nent and a noise variance at the ns

th RW (which is equal for all impinging components). Note that
Kns components (i.e., the LoS and SMCs) are impinging on RW ns. SBL, our chosen channel esti-
mator, inherently estimates this model order Kns . The algorithm demands estimating a parameter
γ̃(k) per component k, which represents the ratio of amplitude variances to the noise variance,
i.e., SNRs [3, Footnote 2]. The number of parameters to be estimated per RW is 7Kns + 1.

When arranging the noisy channel estimates h̃m of all antennas m of a RW ns into a ma-
trix H̃ns =

[
h̃1 . . . h̃M

]
∈ CM×Nf and stacking them into a “measured data” vector yns :=

vec(H̃ns) ∈ CMNf×1, the likelihood of the data parameterized by the vectors [η(1)

RW,ns . . . η(K)

RW,ns ] for
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all components k is

p
(
yns ; [η

(1)

RW,ns
. . . η(K)

RW,ns
]
)
=

1

πMNf |Cy|
exp

{
−
(
yns −

K∑

k=1

α(k)
ns
ejϕ

(k)
ns as

ns
⊗ b

)H

C−1
y (2.15)

(
yns −

K∑

k=1

α(k)
ns
ejϕ

(k)
ns as

ns
⊗ b

)}

where Cy ≈ σ2
ns
I can be assumed for the covariance matrix in the additive white Gaussian noise

(AWGN)-only case for narrow-band MIMO channels [8]. The per-RW spatial array response is
captured in as

ns
(θ

(k)
ns , φ

(k)
ns , ), while the temporal array response is captured in b(τ

(k)
ns ).

Note that the implementation in [3] models the amplitudes α
(k)
ns through γ̃(k) and σ2

ns
and hence

reduces the actual number of parameters to estimate to 6Kns .

2.1.4 Tracking

In the previous sections, we have considered a single snapshot of data (i.e., CSI), and hence our
parameters were defined “quasi-static”, i.e., independent of the time steps n. For tracking, we
make the transition to a dynamic setup, hence many of our parameters become dependent on
n. We employ a PF which both inherently computes estimates using the likelihood in (2.15) and
performs Bayesian state-space filtering along the trajectory.

The global per-infrastructure parameter vector is

ηi,n =







pn ∈ R3 . . . physical device position
vn ∈ R2 . . . device velocity
pn = [p(2)

n
T . . .p(K)

n
T]T ∈ R2(K−1) . . . mirror device positions

χn = [χ(2)
n

T . . .χ(K)
n

T]T ∈ BNRW(K−1) . . . component visibility
γ = [γ2 . . . γK ]

T ∈ RK−1 . . . reflection coefficient vector
ϕn = [ϕ(1)

n
T . . .ϕ

(NRW)
n

T
]T ∈ RK−NRW . . . component phase vector

s = [σ2
1 . . . σ

2
NRW

]T ∈ RNRW . . . noise variance vector

(2.16)

where K =
∑NRW

ns=1Kns . The global parameter vector is divided into

blue dynamic global parameters that are tracked by the PF,

orange quasi-static global parameters that are derived from SBL point estimates, and

green local parameters that are inherently estimated by SBL as point estimates.

We will focus on the dynamic parameters, i.e., the device position pn, the device velocity vn, and
the positions of mirror devices pn, to formulate the state-space model for our PF and hence per-
form Bayesian state-space filtering over the steps n. The point estimates of the other parameters
(extracted from SBL) will be treated as deterministic knowns in each step n of our tracker.

Our choice of a state-space model is a nearly constant velocity model [9, Section 6.3.2], with a
state transition equation

ηPF
k = ΦηPF

k−1 + Γnk , (2.17)
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where ηPF
k are the parameters of the current step k that are composed a sum of i) the parameters

of the previous step k−1 propagated over the state transition matrix Φ and ii) a circular Gaussian
noise [n]i ∼ CN (0, 1) propagated over the noise gain Γ.

2.1.5 Channel prediction

In the following, we introduce the channel prediction based on the channel model in (2.2). For
notational brevity, we formulate channel prediction and fusion results for a single frequency bin
nf in Sections 2.1.5 and 2.1.7, knowing that our method needs to be applied to each frequency
nf ∈ {1 . . . Nf} to construct a channel vector hm,k ∈ CNf×1.

In the following, we define a parameter vector ηp := [pT
n ,γ

T]T of dimensionDp = dim(ηp) = K+2
holding a subset of our global parameter vector ηi,n in (2.16) that describes our geometry-based
channel model.

We compute narrow-band channel predictions h̃ ∈ CM×1 using

[h̃]m(ηp) =
K∑

k=1

[h̃k]m =
K∑

k=1

√
Gr

√
Gt

λ

4πdk,m
γk,m χk,m gpol

k,m e−j 2π
c
(fc+∆f nf ) dk,m , (2.18)

where the parameters Gr, Gt, and dk,m are functions of the EN device position pn, while γk,m is
captured in γ. The vector h̃k denotes the predicted LoS channel vector if k = 1 and predicted
SMC channel vectors for k > 1. The parameter χk ∈ B, with B := {0, 1} denoting the binary set,
models the visibility of component k.

2.1.6 Channel fusion

Measured CSI. Our channel estimates acquired on a received uplink pilot

ĥ = h+ nh ∈ CM×1 (2.19)

consist of the “true” channel vector h corrupted by i.i.d. additive white circular Gaussian noise
[nh]m ∼ CN (0, σ2

n). Hence, the uncertainty about our measured CSI is captured in the covariance
matrix Cm ≜ σ2

nI.

Predicted CSI. The uncertainty of our predicted parameters η̂p
(k) can be readily extracted from

our PF using

Ĉ(k)

ηp
=

K∑

i=1

wi (ηi − η̂nMMSE)
2 ∈ CDp×Dp (2.20)

≈
∞∫

−∞

(ηp − E(ηp)) (ηp − E(ηp))
T p(ηp|Y1:n) dηp , (2.21)

where η̂nMMSE denotes the minimum mean square error (MMSE) estimate of the parameter vector
η̂, wi is the weight of the ith particle and ηi is its value, i.e., its state.

Note: In the following analysis, however, we will restrict the parameters of interest to the three-
dimensional (3D) position, i.e., we reduce the parameter vector to ηp := pn and thus Dp = 3.
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Since (2.20) is the covariance about our estimated parameters η̂p
(k), we need to propagate this

uncertainty to our parameters of interest, i.e., the channel h, through [10, Sec. 3.8]

Ĉ(k)
p = Jk Ĉ

(k)

ηp
JH
k + σ2

r I ∈ CM×M (2.22)

with Jk =
∂h̃k

∂ηT
p

∈ CM×Dp (2.23)

where Jk denotes the Jacobian matrix computed through the partial derivatives of the parameters
η(k)

p w.r.t. the channel vector entries from (2.18). A small regularization constant σr = 10−3σ2
n is

added to ensure the invertability of Ĉ(k)
p , because for σr = 0 generally rank(Ĉ(k)

ηp
) ≤ Dp and

rank(Ĉ(k)
p ) ≤M and M ≫ Dp, which would make Ĉ(k)

p not invertible.

The entries of the Jacobian Jk in (2.23) are derived in Appendix A.1.

CSI fusion. We perform channel fusion by computing the fused channel vector

ĥf =

(
Ĉm

−1
+

K∑

k=1

Ĉ(k)
p

−1

)−1

︸ ︷︷ ︸
:=Ĉf

(
Ĉm

−1
ĥ+

K∑

k=1

Ĉ(k)
p

−1

h̃k

)
, (2.24)

through precision weighting of our measured CSI ĥ with our predicted CSI h̃ where Ĉf ∈ CM×M

denotes the covariance matrix of our fused channel vector.

2.1.7 Results

Section 2.1.7 introduces an outline of our algorithm and the measurement dataset acquired.
Channel estimation and tracking results are not yet available at the time of this writing, hence
they will be contributed to the REINDEER deliverable D5.3 [11] in the future.

Nevertheless, we demonstrate some initial results of our channel fusion method that combines
noisy measured CSI and predicted CSI along the track of our measurements from Fig. 2.1.
Fig. 2.3 shows the path gains (PGs), i.e., the efficiencies, of using the two types of CSI: noisy
measured CSI realizations ĥ ( ), augmented by a 98% confidence interval U98% ( ) sym-
metric around the mean ( ), and predicted CSI h̃ ( ). Both are compared versus using
perfectCSI ( ) and the expected SISO efficiency ( ) equivalent to the efficiency of a
random beamformer having no CSI available. Our fused CSI ( ) indicates the result of our
channel fusion in (2.24). Note that CSI acquired with the VNA serves as “perfect” CSI as it is our
best estimate of the ground truth.

Our predicted CSI relies only on the LoS path in this investigation, where we assume a known
position information of the EN device. In [1], we have shown, that our spherical wavefront SMC
beamformer outperforms a spherical wavefront LoS beamformer. As soon as we have our chan-
nel estimator and tracker put in place, we will be able to track SMCs which will increase the
efficiency of the result in Fig. 2.3 even further.

Our measured CSI is generated according to (2.19), where we choose an SNR = −6 dB as
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Figure 2.3: Efficiency (i.e., the PG) of beamformers given different types of CSI: A reciprocity-
based beamformer using noisy measured CSI ĥ, a geometry-based spherical wavefront LoS
beamformer using predicted CSI h̃, as well as a beamformer given the fused CSI ĥf from(2.24).

defined in [1] through

SNR : =
1

M
∥C− 1

2
m h∥2 (2.25)

=
1

σ2
n︸︷︷︸

:= 1
Pn

1

M̃
∥h∥2

︸ ︷︷ ︸
:=Pch

(2.26)

=
Pch

Pn

(2.27)

with σ2
n = Pn denoting the AWGN noise variance per “SISO” channel m to the device. Pch denotes

the average channel power per channel m of the noise-free channel h, i.e., perfect CSI. In [1],
[12], we derived the expected efficiency of a reciprocity-based beamformer to be

E {PGR} ≈ M̃ Pch
SNR

1 + SNR
(2.28)

in the linear-SNR regime in 1/M̃ < SNR < 1, where M̃ ≜ Garray denotes the maximum array
gain given perfect CSI. While the efficiency of a reciprocity-based beamformer ( ) may vary due to
individual noise realizations, we compute its expected efficiency. For the chosen SNR = −6 dB ≈
25.12%, the expected efficiency loss (actually a gain < 1) of a reciprocity-based beamformer
using measured CSI is approximately SNR

1+SNR
when compared with perfect CSI ( ) ĥ. The

corresponding result E {PGR} is indicated by ( ) in Fig.2.3 and is closely corresponding to
the realizations PGR for the individual steps n along the trajectory. The expected efficiency is
augmented by a symmetric 98% confidence interval U98%.

Our initial results address the our hypotheses (see Section 2.1) as follows:
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1 Efficiency With the initial analysis presented, we show (cf. Fig. 2.3) that even a simple
geometry-based spherical wavefront LoS beamformer ( ) can outperform a reciprocity
beamformer ( ) in the linear SNR regime15 and as long as the corresponding beam (i.e.,
the LoS) is not blocked (which will be tackled by estimating and tracking the component
visibility χ(k)

n in D5.3 [11]). Pilots received from EN devices operating through backscatter
communication are likely to have a low SNR and hence our method is particularly valuable
in that case.

3 Robustness: The robustness aspect of our channel fusion method is demonstrated through
the successful selection (actually a combination) of the most reliable type of CSI (i.e., mea-
sured and predicted CSI). Rather than relying on a single type of CSI, our method demon-
strates (cf. Fig. 2.3) that our fused CSI ( ) relies mostly on predicted CSI as long as it
outperforms noisy measured CSI in LoS conditions and resorts to measured CSI in case
predicted CSI model breaks down due to blockage.

4 Reliability: In the initial results presented, we addressed the reliability aspect only in terms
of a successful “handover” through measured CSI from RWs with less favorable channel
conditions to RWs with more favorable channel conditions. Only as soon as our channel
estimator and tracker are put into operation, we will be able to detect the LoS blockage and
be able to either bypass it through SMCs, or hand over to another set of RWs mounted on
the other side of the hallway.

Hypothesis 2 Mobility Support will be demonstrated as soon as our channel tracker is fully
implemented, as it will largely rely on predicting CSI with a motion model (i.e., a state-space
model) that tracks the EN device.

It is worth comparing Fig. 2.14 in the next Section, where another trajectory is presented along
which a device is moving from LoS conditions to NLoS conditions. Different schemes for learn-
ing and predicting CSI are evaluated. With an appropriate uncertainty measure, these types of
predicted CSI can likewise be used to fuse CSI and benefit from 1 , 3 , and 4 .

15Refer to [1] for a detailed explanation.
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2.2 Geometry-based amplitude modeling

In this section, we analyze channel measurements from a synthetic massive MIMO system in-
teracting with its surroundings and build an amplitude model based on the geometric layout of
the indoor environment. We use signal amplitudes extracted from the LoS and MPCs to show
the behavior of obstructions in the surroundings of the measurement devices and impact of dif-
ferent building materials on MPCs. For this, we leverage channel estimators in combination
with ray tracing techniques to extract the components from the measurements and assign them
to the corresponding LoS or specular reflection position using floor plan knowledge. After this
pre-processing extraction step, we build a model of the environment using compression and re-
gression techniques. The former reduces the necessary data size to be used while the latter tries
to find a predicting function relating a wall position to an amplitude value. Then, the model can be
used for interpolation and regression of the signal amplitudes and specular reflections. Finally,
we use the environment model to enhance WPT algorithms and show its performance enhancing
capabilities.

2.2.1 Measurement environment

A laboratory room on campus of TU Graz at Inffeldgasse 10 is used as environment for inves-
tigative indoor measurements. The presence of different building materials (plasterboard, glass,
concrete) and many small scattering objects ensures a realistic office indoor measurement sce-
nario. Due to the box shape of the room, all agent measurement positions are in the LoS if no
additional obstructions are introduced. Previous measurement campaigns already analyzed the
electromagnetic properties for wave propagation inside the laboratory, showing that strong spec-
ular reflections are present originating from the northern window wall and southern whiteboard
[13], [14]. Thus, the presence of well suited (from a modeling perspective) specular MPCs can
be assumed. From earlier measurement campaigns, three-dimensional floor plan information of
the room is available and used throughout the data analysis as ground truth information. Figures
2.4 (a) and 2.4 (b) depict the indoor measurement room. As seen in the pictures, the room is not
empty, but full of smaller objects that are expected to leads scattering effects within the channel
measurements, in addition to the stronger MPCs attributable to walls, windows, floor and ceil-
ing. Fig. 2.4 (a) shows the view from the western back wall to the measurement area antenna
positioning device. Fig. 2.4 (b) illustrates the opposite view to the back wall from the point of
view of the measurement array. Both walls are adjacent to the measuring synthetic aperture ar-
ray. A large mechanical positioner in the y-z-plane with dimensions of 2.5m × 1.6m is used to
take evenly spaced array measurements of the radio channel, while also accurately tracking the
positions of the antennas. The positioner can be used for arbitrary array layouts and number of
measurements.

Two measurement scenarios are designed for different use cases. A static scenario comprising
six single agent positions, distributed around the laboratory, allows for analysis of the LoS, MPCs
and diffuse scattering at different heights and locations in the room. A dynamic, J-shaped trajec-
tory of closely spaced measurements with added obstructions in the form of shelves filled with
absorbers is measured to show shadowing that happens during the gradual transition from LoS
into NLoS condition. The agent moves along its trajectory and over time, more and more sections
of the measurement array become obstructed. The static scenario is depicted in Fig. 2.5 and the
trajectory in Fig. 2.6.

Fig. 2.7 displays both the measurement array on the east wall and all measurement locations
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measurement
area

(2.5m× 1.6m)

(a) view towards measurement array

(b) view from measurement array to back wall

Figure 2.4: View from inside the room towards the array and from the array into the room. The
measurement area that can be covered is indicated as red shaded rectangle. For ease of visual-
ization the corners of the room are highlighted as white dotted lines.

for both campaigns. Trajectory measurements are denoted with a T, while single positions are
marked with an S and their respective index. Specular multipath components produced by the
north window wall and the west plasterboard wall will be analyzed in detail. These are repre-
sented by virtual agent positions that correspond to the mirror images of the agent positions
present due to these flat surfaces. The parameters of the west wall and the north window wall
extracted from the ground truth knowledge of the floor plan are found in Tab. 2.1. The position
vector wP represents an arbitrary point on the wall

wP =
[
wP,x wP,y wP,z

]
T ∈ R3, (2.29)

the vector wN defines the orientation of the wall by its normal vector

wN =
[
wN,x wN,y wN,z

]
T ∈ R3. (2.30)

The measurements were performed using a Rohde & Schwarz ZVA24 VNA in a two-port con-
figuration which measured the transmission coefficient S21(f) between the XETS antennas [15]
connected to port 1 and 2. The measured frequency bins are uniformly spaced in the respec-
tive frequency range. The number of acquired samples is denoted as Nf . All parameters and
measurement details can be found in Tab. 2.2.

2.2.2 Amplitude extraction

In this section, the influence of the environment on the received and transmitted signals are
modeled, extracted and analyzed. It is assumed that a signal of flat frequency spectrum without
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Figure 2.5: The static scenario. Measurement positions in LoS condition used for learning of
amplitude and phase characteristics.
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Figure 2.6: The dynamic scenario. An agent is moving on a trajectory around a shelf from LoS
conditions to non LoS conditions.

pulse shape and unit energy S(f) is transmitted over the radio channel. In the time domain,
this corresponds to an impulse that, once measured at the receiving end, contains the channel
impulse response. The corresponding pulse signal s(t) is impinging on the measurement setup
with a delay that is proportional to the distance between sending and receiving antenna. Thus,
the CIR is modeled as

hij(t) = αij × δ(t− τij), (2.31)

where the notation of subscript ij means that antenna j sends a signal to antenna i and τij =

τji =
||pi−pj ||

c is the distance-dependent delay, with c being the speed of light constant. Since a
unit energy pulse is transmitted, the energy of the received component is directly linked to | αij |.
The extension to multiple sending antennas that transmit signals to a measurement setup be-
comes essential due to the presence of virtual sources even for single physical antenna setups.
The superposition principle applies due to the linearity of the wave equation [16] and the impulse

Table 2.1: Wall parameters computed from the floor plan used for amplitude extraction.

Wall wN wP

West wall
[
−1 0 0

]T [
−6.35 0 0

]T

Window wall
[
0.105 0.994 0

]T [
−2.578 7.72 0

]T
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Figure 2.7: Three-dimensional illustration of the demo room measurement setup for trajectory
and single positions including virtual agents.

responses of all channels that impact one measuring antenna i are summed up

hi(t) =
∑

k∈Ki

αk
i × δ(t− τ kji),

where the set Ki = {0, . . . , K} contains the indices of all antennas corresponding to the physical
antenna i and index k = 0 denoting the physical component, while larger indices k > 0 are
reserved for virtual positions. The physical and virtual antenna positions are collected into the set
P{pk

A,i, k ∈ Ki} for each receiving antenna.

The received measurement is a convolution of the sent signal and the channel with additive white

Table 2.2: Measurement settings used for the synthetic aperture massive MIMO test bed.

Campaign Index Array Dimensions fmin fmax Nf RX/TX
(Lx × Ly × Lz) GHz GHz

(T)rajectory 1 - 43 (1× 89× 59) 3.5 7.5 1024 XETS/XETS
(S)ingle 1 - 3 (1× 112× 75) 3 10 4096 XETS/XETS
(S)ingle 4 - 6 (1× 112× 75) 3 10 2048 XETS/XETS
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Gaussian process noise ν(t) described by a double-sided power spectral density of N0/2.

yi(t) = hi(t) ∗ s(t) + ν =
∑

k∈Ki

α
(k)
i × s(t− τ kji) + ν(t) (2.32)

The frequency domain representation is straightforward and needed to describe the VNA mea-
surements

yi(f) =
∑

k∈Ki

αk
i × s(f)× exp{−2jπfτ (k)ji }+ V(f), (2.33)

where V(f) is the Fourier transform (FT) of the noise proccess.

The distance dependency of the channel becomes visible when stacking measured array signals.
For measurements of close antennas, the LoS wavefront arrives earlier than for measurements
where the two antennas are farther apart. This behavior is shown in Fig. 2.8, where the time
domain signals of the first measurement from both scenarios are compared to the calculated
distances from the floor plan and antenna location knowledge. The three distance lines show
which amplitudes are to be extracted, with the LoS component hitting the receiving antenna first.
This illustration also confirms the correctness of the computed distances, as they correspond
well to the magnitude peaks in the signal. The phase values are nearly constant before the
first wavefront, change when the wave hits, and are random afterwards. The randomness may
be caused by diffuse scattering and the interplay of MPCs and diffuse multipath components
(DMCs).

The extraction of amplitude information is carried out utilizing a best linear unbiased estimator
(BLUE) as described in [17], in conjunction with a channel model that compensates for path loss
using the Friis equation [18]. The estimates for all amplitudes of an array for a distance vector
containing the distances between sending and receiving antennas are given by

α = diag(C(d)HY ) · d

Nf

. (2.34)

Here, Nf denotes the number of frequency bins in the discrete-time Fourier transform (DTFT),
d represents the vector containing the distances between transmitting and receiving antennas,
Y signifies the stacked measurement in the frequency domain, and C(d) is the matrix for the
distance-dependent channel model given by

C(d) = exp{−2jπ
c

d⊗ f}. (2.35)

The absence of a signal component before the LoS impact allows for the estimation of the noise
level using a variance estimator for the antenna ensemble

σ =

√√√√ 1

L

1

Tnoise

L∑

i=1

Tnoise∑

t=1

| yi(t)− µy |2, (2.36)

with

µy =
1

L

1

Tnoise

L∑

i=1

Tnoise∑

t=1

yi(t) (2.37)

of the noisy measurement yi(t) at time index t for all antennas i in the array with number of
antennas L. The moment in time Tnoise is chosen such that only noise samples are taken into
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(a) Channel impulse responses measured at trajectory position 1.
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(b) Channel impulse responses measured at static position 1.

Figure 2.8: Stacked time-domain channel measurements and comparison to distance from mea-
surement array to physical/virtual antennas.
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consideration. The noise level estimate is then used to compute the SNR together with the
magnitudes of the signals

αSNR = 20 · log10
α

σ
, (2.38)

used in all representations of the signal magnitude.

2.2.2.1 Line-of-Sight

The amplitudes of the first impinging wavefront k = 0 are extracted and illustrated over the an-
tenna positions of the array in Fig. 2.9. The LoS path is not yet affected by multipath propagation
effects, but the deterministic influence of the antenna gain pattern can be seen. As the path
loss is already compensated for, one would expect the two measurements to produce the same
results, which however is not the case.

The difference in the surroundings of the measuring antenna in the trajectory case may be the
cause of this. According to Fresnel’s theory of additional aberrant waves due to obstructions near
the direct path, either constructive or destructive inference can be observed [19]. The order n of
the Fresnel zone together with the distance from transmit antenna to obstruction d1, from receive
antenna to obstruction d2 and carrier frequency fc determines the radius rn around the direct
path in which an obstruction affects signal transmission

rn =

√
n · d1 · d2 · fc

d1 + d2
. (2.39)

This radius spans an ellipsoidal region around the ray cast from transmit to receive antenna.
Obstructions in these regions produce aberrant waves due to reflections which either result in
constructive or destructive inference. The obstructing shelf is present in the first Fresnel region
which creates an additional wave that is shifted by less than a quarter wave-length or 90◦. This
effect creates constructive inference in the received magnitude and a shift in the phase.

The magnitude and phase course over the array is smoother in the unobstructed case while
interference is present in the obstructed case. Variations in the measured signal due to the
angle-dependent antenna gain pattern also need to be considered when comparing the extracted
amplitudes from the different scenarios.

2.2.2.2 Multipath components

The amplitude extraction process is repeated for the virtual agent positions k > 0 with an addi-
tional ray tracing step to find the intersection points in the environment that are hit during wave
propagation. The locations of the analyzed virtual and physical agents remain the same, which
are the first trajectory position and first single measurement. The magnitudes and phases of the
extracted amplitudes are now shown over the respective wall segments.

Fig. 2.10 displays the extracted amplitudes at their reflection points on the western wall segment.
The impact of the obstructing shelves can be observed, as the received magnitudes are lower on
the left half of the wall segment. This effect also shows in the phase behavior, where visible parts
of the wall exhibit a continuous course, while blocked sections only display randomly distributed
noisy angles. This is even more evident examining the phase behavior of the unobstructed mea-
surement, which shows minimal phase fluctuations across the entire back wall segment.

The amplitudes extracted from the fully visible northern window wall segment shown in Fig. 2.11,
exhibit different behavior. Due to the non-uniformity of the building materials (glass, metal, etc.),
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(a) Trajectory position 1.
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(b) Static position 1.

Figure 2.9: LoS magnitude and phase for the measurement antenna array elements compared
for the first position of each measurement campaign.

the phase behavior is not consistent throughout the entire section, but rather varies in different
spots. Furthermore, the window wall on the northern side has a slight curve, which cannot be
accurately modeled using only two wall vectors describing a plane. As a result, estimating the
amplitudes is imprecise which also affects the extracted angle.

2.2.2.3 Conclusion

Structural patterns in both magnitude and phase behavior indicate that information is present
in both components and should be considered for further evaluation. The environment of the
measurement system affects not only the MPCs in the received signal, but also the LoS com-
ponent. The amplitudes are shaped and affected in magnitude and phase values depending on
the objects present in the vicinity of the transmit and receive antennas and their characteristics.
Obstructions lower the received magnitude and randomize the phase behavior, objects in the
different Fresnel zones produce either constructive or destructive interference, and the antenna
layout also changes the behavior of the observed amplitudes.

Moving on to MPCs, the surface and building material of the specularly reflecting surfaces en-
countered during signal propagation will affect the signals depending on their specular reflection
coefficient. In an indoor environment, however, not only perfectly specular reflections can be
observed, but also reflections from diffuse reflectors or even diffuse scatterers.

The discussed model only considers an amplitude snapshot at a specific delay or time instance,
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(a) Trajectory position 1.
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(b) Static position 1.

Figure 2.10: Extracted back wall intersection amplitudes for the first single (unobstructed) and
trajectory (obstructed) measurement position.

which means that these more diffuse effects cannot be fully described. Another drawback of
modeling an indoor propagation channel with reflective surfaces is the inability to describe curved
surfaces. To model curved objects, diffuse scatterers, or imperfect specular reflectors, multiple
snapshots with slight variance in the delay domain could be used. This would lead to a ”fuzzy”
description of the environment capable of dealing with different types of objects.

The presented methods still rely on an exact knowledge of the floor plan. In reality, this assump-
tion is impossible to make, since the ground truth knowledge is either inaccurate or not available
at all. With this limitation, the extraction of amplitude values may still be possible, but since phase
values fluctuate faster in space, the extraction of angular information is not possible.
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Figure 2.11: Extracted window wall intersection amplitudes for the first single and trajectory mea-
surement position.
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2.2.3 Environment modeling

This section discusses the efficient storage of signal amplitudes and the reuse of channel mea-
surements at new, previously unseen locations. One of the biggest downsides of massive MIMO
systems is the large amount of data to be processed. To counteract against this limitation, data
compression algorithms could be employed to reduce the data load. After storing the extracted
data about the surroundings of the measurement system, a model of the environment could be
leveraged to enhance the performance of other algorithms such as WPT or tracking applications
by interpolation and prediction of CSI at arbitrary locations.

To model the environment, wall intersection amplitudes extracted from channel measurements
are processed and associated with their respective reflective surfaces. The data association step
can be performed using either known floor plan knowledge (as shown in the previous section)
or a channel estimator, when knowledge of the environment is not available. First, FT based
data compression methods are developed and applied to the extracted wall components. Then,
the reconstruction capabilities are evaluated, showing how well the data can be recovered af-
ter compression. Finally, in an application example of WPT, the trajectory measurements are
used to compare different channel modeling approaches for MRT. WPT is also used to analyze
the prediction horizon of beamforming weights extracted at different trajectory positions and to
decompose the channel into LoS, MPCs and diffuse scatterers to show the energy distribution.

After extracting the wall features at a trajectory or static measurement position, environment mod-
eling can be formulated as a regression or prediction task, where the training data set consists of
a set of wall points p̂, together with their extracted amplitude α̂

{X ,Y} = {{p̂}, {α̂}}. (2.40)

A function Y : X → Y predicting amplitude (magnitude and phase) information at arbitrary points
p

α̃ = Y(p) (2.41)

is searched for. A simple and straightforward machine learning technique for regression is the
k-Nearest-Neighbors (kNN) approach, which uses the k nearest wall points and calculates an
average over their values for interpolation. The advantages of such an algorithm are mainly the
simplicity of the learning step, since it operates directly on the available data and the ability to deal
with highly local features, since it only considers the nearest points. However, it is also highly
sensitive to noisy outliers in the data, which is problematic in safety-critical systems. Another
downside is the memory consumption of the algorithm, since all data points must be stored at all
times [20].

When dealing with sequential signals transmitted from a moving target, the amount of data to
be stored and processed increases rapidly. At each trajectory step of the agent, for each wall
segment, as many intersection points as antenna elements in the massive MIMO system are
possible and can be extracted. For the measurement setup in the lab room, this would require
89×59× (5+1)×43 = 1, 354, 758 complex data points, where 89×59 are the array dimensions,
(5 + 1) the number of virtual and physical agents considered, and 43 the number of trajectory
positions. The latter can become arbitrarily large in a tracking scenario, so a data reduction
method that can, in the best case, combine the regression and compression tasks becomes
essential.

Based on the idea of JPEG [21], a compression algorithm based on the FT is developed. Since
JPEG deals with real-valued data, the approach has to be adapted for complex-valued amplitude
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data, resulting in the use of the FT instead of the cosine transform (CT). Due to the nature of the
FT, oversampling and interpolation is possible. An anti-aliasing low-pass filter is applied before
each transformation step to eliminate unwanted frequency components in the spectrum. The
wall intersection points are shaped into a matrix of the same size as the measurement array and
transformed into frequency domain using a two-dimensional discrete Fourier transform (DFT).

Pk1,k2 =
Lx−1∑

nx=0

Ly−1∑

ny=0

Pnx,ny × exp

{
−j 2πnx

Lx

k1

}

× exp

{
−j 2πny

Ly

k2

}
.

(2.42)

The two image dimensions x and y are brought into a two-dimensional frequency space indexed
by k1 and k2. All frequency bins smaller than a chosen percentage of the maximum are set to zero
and only the remaining are kept. This becomes the transformed lossy compressed wall ”image”
to be stored. Once necessary, the inverse of the transform

Pnx,ny =
1

Lx · Ly

Lx−1∑

k1=0

Ly−1∑

k2=0

Pk1,k2 × exp

{
j
2πnx

Lx

k1

}

× exp

{
j
2πny

Ly

k2

} (2.43)

can be applied to the compressed frequency domain image to reconstruct the original image.
This process is fully deterministic and relies on the fact that the position domain image is not a
random collection of ”pixels”, but can be described by a superposition of multiple sine and cosine
functions.

The FT based compression and reconstruction process is now shown for the amplitudes extracted
from the back wall in the lab room at the first trajectory position. Amplitudes lower than 90%
relative to the frequency bin with the highest magnitude are discarded (set to zero), which reduces
the number of complex valued data samples to be stored from 5251 to 336. Thus, the algorithm
is able to achieve a compression level of 93% relative to the uncompressed ”image”. The mean-
square of the reconstruction error was evaluated which resulted in a value of 0.011. Figures
2.12 and 2.13 display the different steps of the algorithm, comparing the magnitude and phase
of the original and reconstructed wall images and also showing intermediate steps. The first
intermediate step is the two dimensional frequency domain representation of the wall amplitudes,
shown in the lower left part of the figure. The result after thresholding in the spectrum is shown
in the lower right part, where unwanted components are set to zero and not depicted anymore.

The image in the upper left corner shows the original extracted wall amplitudes, which can be
compared to the reconstructed image in the upper right corner. The reconstructed image displays
fewer random fluctuations in magnitude and phase behavior due to the anti-aliasing low-pass
filter in the pre-processing step and the filtering nature of the FT. The amplitudes are overall well
reconstructed by the Fourier transform-based method. The bottom half of Fig. 2.12 and 2.13
displays the frequency domain representation of the signal amplitudes. The left-hand side shows
the transformed original image, while the right-hand side shows the bins that contain the most
information and are kept for further processing. This demonstrates the level of compression and
reduction that is possible using such an algorithm.
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Figure 2.12: From left to right and top to bottom: Extracted back wall magnitudes, reconstructed
wall segment magnitudes, magnitudes frequency domain representation of the extracted wall
segment and remaining frequency bins after application of the compression threshold.

2.2.4 Application to wireless power transfer

Prediction This section analyzes the prediction and interpolation capabilities of the FT based
compression algorithm presented earlier. It will be applied to a practical wireless power transfer
scenario, where an agent moves along a trajectory and is tracked. To avoid introducing unnec-
essary inaccuracies into the analysis, the ground truth agent positions are used for geometric
position information. However, the process could be extended with a tracking algorithm, such as
a tracking Kalman filter, to retrieve a-priori estimates of the agent’s position. The amplitudes are
extracted from the ultra-wideband (UWB) measurements using floor plan knowledge to find the
virtual agent (VA) positions, but also this step could be extended to include a channel estimator
which finds the mirrored agent positions. Prediction of CSI is performed from measurements of
the closest available position, i.e. the previous step in the trajectory.

At each trajectory step, indexed by t ∈ {1, . . . , 43}, the CSI is measured as ht. For the channel
model h̃t, the predicted amplitudes α̃ are used in conjunction with Eq. (2.33) for a superposition
of all channel components

h̃t(f,dt,dt−1, α̃t) =

∑

k∈K

| α̃(k)
t | × exp

{
−2jπ · d(k)

t

c
· f
}

× exp

{
j∠α̃(k)

t +
2jπ(d

(k)
t − d

(k)
t−1)

c
· f
}
,

(2.44)
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Figure 2.13: From left to right and top to bottom: Extracted back wall phase values, reconstructed
wall segment phase course, frequency domain representation of the extracted wall segment and
remaining frequency bins after application of the compression threshold.

where t is the trajectory step index, k denotes the index of the LoS (k = 0) or MPCs (k > 0), c
is the speed of light constant, di contains the distances from the antenna array elements to the
physical or virtual agent either at index t or t− 1 and f is the operating frequency. An additional
phase shift needs to be included in order to account for the movement of the agent from one time
instance to another, which is taken into consideration in the second phase term. MRT is used
to compute beamforming weights at the selected frequency of f = 3GHz for the array antenna
elements, using the modeled channel vectors h̃ according to the following beamforming scheme

wt =
h̃∗

t

|| h̃∗
t ||

. (2.45)

The received path gain at the agent for a measured channel h is then computed as

γt = 20 · log10
(
| hT

t wt |
)
. (2.46)

The achievable path gain γt for different methods of computation of the MRT beamforming weights
is now compared. The amplitudes of the LoS component and an additional five MPCs, namely
the back wall, window wall, south wall, floor, and ceiling are available together with the agent and
wall locations are considered.

• Perfect CSI
The measured CSI knowledge at the current trajectory t is used as a benchmark case to
compare perfect knowledge of the channel to the modeled approaches.
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• Channel model (kNN)
The CSI at the current agent position t is predicted using a kNN algorithm which stores
all wall locations together with their amplitudes from the previous trajectory step t − 1. To
compute the average in each point, the k = 10 nearest neighbors are used.

• Channel model (FT)
Relying on the FT based algorithm, the MPCs and the LoS amplitudes from trajectory step
t−1 are compressed and reconstructed to be used in the CSI model at the current trajectory
index t.

• Outdated CSI
As a comparison algorithm, the perfect CSI model from time step t−1 is stored and re-used
for the current time instance t. This is repeated at every trajectory index.

• Geometry-based channel model
This model does not consider any signal amplitudes and only models the LoS component
using the current position of the agent at time t.

In Fig. 2.14, the course of the received power using the different channel modeling schemes is
shown over the trajectory of the moving agent. Additionally, the influence of the MPCs used in
the kNN based model on received power are displayed.
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Figure 2.14: Received signal power over the trajectory for different MRT beamforming weights.

The impact of the obstructing shelves is evident as there is a decrease in received power at
around trajectory index 20. When the obstruction completely blocks the agent, the importance
of utilizing MPCs becomes apparent. The window wall is the primary contributor to the received
power, but its impact decreases slightly at certain positions.

A significant improvement in performance is possible when augmenting the geometry-based
model of the fully visible LoS with the signal amplitudes and additional MPCs. Both algorithms
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that leverage MPCs are more efficient and nearly achieve the outcome of MRT using perfect CSI.
When comparing the two modeling approaches (kNN and FT based), the results are very close.
This shows, that using the compression algorithm, due to its low reconstruction losses, it is pos-
sible to only store a small amount of data compared and still be able to perform maximum ratio
transmission with the reconstructed channel vector. A jump in performance can be seen from
trajectory index 1 to 2, as in the first iteration of the WPT process, the difference in phase due
to movement from one position to another cannot be compensated for. Once the a-priori for the
new position estimate is possible, the second phase term in Eq. (2.47) is able to deal with the
additional phase shift. The results of the outdated CSI weights are initially worse than all model
based methods, but after t = 25, this changes possibly due to the large influence of DMCs which
are completely disregarded. Since the environment is highly cluttered with diffuse scatterers,
large parts of the channel cannot only be described by specularly reflecting surfaces and alterna-
tive models are necessary. The beamforming weights from previous steps exploit these diffuse
reflections and are able to increase the received power at the agent.

The optimal value given by full channel state information from the current time step is not reached
for multiple reasons. First of all, the constructed channel models are simply predictions of the
current trajectory iteration and errors are unavoidable. Next, uncertainties in the physical and
virtual agent position propagate further to the wall positions which results in deviations in the
extracted amplitude values. Finally, systematic measurement setup errors should also not be
disregarded, since there might be deviations in the ground truth position or floor plan information
and the antenna delay which needs to be compensated on both ends, transmitting and receiving.

Prediction Horizon The prediction horizon describes how well constant beamforming weights
keep their WPT capabilities for a changing agent position. Using the decomposition of the channel
into LoS and MPCs, the beamforming weights are directly computed without any prediction or
interpolation step. For each antenna, the assigned amplitude α̂t and wall intersections p̂

(k)
t are

used to build the channel model

ĥt(f,dt, α̂t) =

∑

k∈K

| α̂(k)
t | × exp

{
j∠α̃(k)

t

}
× exp

{
−2jπ · d(k)

t

c
· f
}
. (2.47)

To analyze the loss in performance when simply keeping the beamforming weights for WPT con-
stant, the prediction horizon of four weight vectors, w0, w10, w20, w30, i.e. computed at indices 0,
10, 20 and 30 are used for WPT over the full course of the trajectory. Fig. 2.15 shows the possible
path gain over the trajectory indices in the four cases, compared to the weights computed using
perfect CSI. The best possible outcome for a given weight vector lies around the trajectory index
used for beamforming and the received path gain at the agent drops quickly when not adapting
the weights at each time instance.

Diffuse Scattering To show the influence of the direct path, MPCs and diffuse scatterers, MRT
is performed for different parts of the reconstructed channel vector. The extracted amplitudes
from the current trajectory step t are directly used as amplitudes for the geometry-based model
of the channel which is then split up into its different components. To find the residual of the
channel vector not described by the modeled specular reflections, the full channel model ĥ (see
Eq. (2.47)) is subtracted from the measured signal

ĥDMC = h− ĥ. (2.48)
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Figure 2.15: Performance evaluation of the prediction horizon for MRT beamforming weights
computed from channel models at different trajectory time indices.

The results of MRT using the different extracted components of the channel model are shown
in Fig. 2.16, where the received path gain of each method is again compared to a perfect CSI
model.

When the LoS condition is given, most of the energy of the channel from array to agent lies
within the direct path . In this part of the trajectory, the performance of the weights computed
using LoS and full model nearly overlap. Once visibility to the agent is blocked, the behavior
changes and most of the power is transmitted through the MPCs weights . However, the
channel cannot be fully modeled only using the LoS and specular MPC which can be seen in the
results from the WPT scheme using the diffuse part of the channel . Initially, the path gain of
the full model and diffuse weights is similar, due to the environment being full of small scattering
objects. Thus, large parts of the channels energy lies within components that cannot described by
specular reflections. Such an environment is typical for an indoor setting, thus additional modeling
steps for the diffuse part of the channel should be made. After trajectory index 30, the channel
exhibits mostly diffuse behavior, since the LoS component vanishes. Still, the contribution of the
modeled MPCs varies about ±5dB over the course of the trajectory.

2.2.5 Conclusion

Knowledge about flat surfaces in the environment and their reflectivity properties with respect to
the line-of-sight can drastically improve the efficiency and robustness of wireless power trans-
fer algorithms. When the line-of-sight condition is not given, geometric beamforming or other
methods which only exploit the direct path suffer. Previous channel state information should not
be disregarded as it contains valuable information about future radio channels. The prediction
horizon of previous beamforming weights is rather small, meaning that the parameters need con-
stant tuning in order for the system to remain efficient and robust. Using old CSI, an environment
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Figure 2.16: Performance comparison of MRT beamforming weights for various channel modeling
approaches.

model of the radio system can be constructed, which contains information about both the physical
line-of-sight component as well as the virtual multipath components. By leveraging the prediction
and regression capabilities of an environment model, a channel model can be constructed and
used for beamforming schemes.

Even though the specular reflection surfaces can be precisely modeled using massive MIMO, the
amount of data which is needed quickly becomes infeasible. Compression schemes which allow
for reduction in the data size and accurate reconstruction become essential. A Fourier-based
approach which transforms the ”image” of the specularly reflecting surfaces into the frequency
domain and only keeps the most meaningful components is able to highly reduce the burden
on data storage while maintaining comparable performance with respect to uncompressed tech-
niques. This is due to the low reconstruction errors which are possible for both magnitude and
phase.

Extensions of the frequency domain representation of wall segments should be the focus of future
work. A unified model which can store not only one single segment, but all previous channel state
information and agent positions could yield higher predicting capabilities. For this, non uniform
sampling of the environment could be leveraged to process the wall intersection coordinates
which depending on the array layout and wall orientation do not lie on a regularly spaced grid.
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Chapter 3

Signal processing for backscatter-based
communication

There are several network infrastructure setups that can be used for backscatter communication
(BC) with IoT nodes/EN devices. One of them is a bistatic setup where there is a need for high
dynamic range and high-resolution ADCs at the reader side. In this chapter, we investigate a
bistatic BC (BiBC) setup with RW panels.

In a BC setup, we have the following types of equipment: a carrier emitter (CE), a reader, and an
END. In the BiBC setup, the CE and reader are spatially separated from each other, and therefore
do not share radio frequency (RF) circuitry, which is beneficial for many reasons [22]. In BiBC,
due to the double path-loss effect on the two-way backscatter link, the received backscattered
signal is typically weak compared to the direct link interference (DLI) from a CE. This requires
a high dynamic range of the circuitry in the reader: this dynamic range must be proportional to
the signal strength ratio between the weak backscattered signal and the received signal from the
direct link [23]. As a result, a high-resolution ADC is required to detect the weak backscattered
signal under heavy DLI; this is an important consideration as with multiple-antenna technology,
ADCs are major power consumers [24]. Moreover, the backscattered signal is pushed to the last
bits of ADC due to the DLI which causes a low signal-to-interference-plus-noise ratio (SINR) [23].

We propose a new transmission scheme that reduces the DLI, along with a detection algorithm
for use at the reader. Our contributions can be summarized as follows:

• To address the high-resolution ADC/high dynamic range problem in a BiBC system, we
propose a transmission scheme that suppresses the DLI by steering the transmission from
the CE using beamforming.

• We analyze the effect of the proposed transmission scheme on the dynamic range under
channel estimation errors.

• We derive an algorithm based on a generalized log-likelihood ratio test (GLRT) to detect the
END symbol/presence in BiBC. We propose an iterative algorithm to estimate the unknown
parameters in the GLRT.

• Using the derived GLRT detector, we analyze the performance of END symbol detection at
the reader in a BiBC setup with multiple antennas.
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3.1 Review of previous and related work

In this subsection, we survey the literature on interference suppression in monostatic, ambient,
and bistatic BC systems, respectively.

Monostatic: In [25], the authors propose a front-end architecture for the reader to cancel the self
interference (SI) in a full-duplex monostatic system. In [26], the authors cancel the SI using a
directional coupler and an adjustable reflective modulator. The authors of [27] propose a method
to cancel the SI using the regenerated transmitted signal at the reader. However, interference
cancellation methods for monostatic BC (MoBC) are usually complex and have high power con-
sumption. They cannot directly be implemented in a BiBC system: the structure of the problem is
different, and has new elements, such as a carrier frequency offset between the CE and reader
[28].

Ambient: Receive beamforming techniques to cancel the DLI are proposed for ambient BC
(AmBC) with a single-antenna transmitter setup in [29] and [30]. However, in [29], the authors only
provide the solution for a parametric channel model, and in [30], DLI is canceled after the ADCs
in the reader, which requires the use of high-resolution ADCs. In [31], a multi-antenna receiver
operating without digital computation is proposed to decode the backscattered signal by separat-
ing the DLI from the received signal. In [32] and [33], the authors avoid the DLI by shifting the
carrier frequency of the incident signal in a END in AmBC. However, the use of different frequency
bands can reduce the spectral efficiency, and increase the power consumption and complexity at
the END. In [34] and [35], the authors propose methods to avoid DLI in OFDM AmBC systems
using null subcarriers [34] and cyclic prefixes [35]. However, in [35], the interference is canceled
after the ADC which does not solve the dynamic range problem.

Bistatic: The authors of [23] investigate the coverage region for IoT communication, and the
effect of the DLI on the dynamic range in the BiBC and AmBC systems. They show that the
high dynamic range limits the system performance. In [36] and [37], the carrier frequency of the
reflected signal is changed at the END to solve the DLI problem in a SISO BiBC system. In
[28], the authors apply Miller coding at the END and exploit the periodicity of the carrier signal to
mitigate the DLI in a SISO BiBC system. However, the proposed method cancels the interference
after the ADC which does not address the high-resolution ADC/high dynamic range problem.

3.2 Proposed transmission scheme

In this section, we present a model of our bistatic communication system. We also describe our
proposed transmission scheme, consisting of two phases: the channel estimation phase and the
END symbol detection phase.

3.2.1 System model

Fig. 3.1 gives an overview of the system. CSP A with M antennas is the carrier emitter, CSP
B with N antennas is the reader, and END C has a single antenna. The END can change its
antenna reflection coefficient by varying the impedance of the load connected to the antenna in
order to modulate the backscattered signal. Additionally, CSP A and CSP B can be a part of
a larger distributed MIMO setup with several panels [38], and perform regular uplink/downlink
communication, positioning, and sensing in addition to BC. Note, however, that if the distributed
MIMO system operates in time division multiplexing (TDD) mode (the default assumption, for
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Figure 3.1: Model of the multiantenna BiBC system.

example, in [39]), then when communicating with the END, one of the panels must switch to
reception mode while the other panel is transmitting. In this respect, the interaction with the END
breaks the TDD flow.

Our aim is to decrease the required dynamic range of the reader, and detect the symbol/presence
of the END. In Phase 1 (P1), we estimate the channel between CSP A and CSP B. In Phase 2
(P2), we construct a beamformer using a projection matrix that is designed based on the es-
timated channel. The proposed beamformer decreases the dynamic range and increases the
detection performance by suppressing the interference due to the direct link CSP A→ CSP B. 1

In Fig. 3.1, gT
AC ,gCA,gCB,g

T
BC ,GAB, and GBA stand for the channels from CSP A to END, END

to CSP A, END to CSP B, CSP B to END, CSP A to CSP B, and CSP B to CSP A, respectively.
Note that, channels are the effective baseband channels between the units, and not the wireless
propagation channels. This is because, in its most general form, channels account for 1) wireless
propagation effects, 2) (non-reciprocal) transceiver effects, and 3) calibration effects. In this work,
we have assumed that CSP A and CSP B are jointly reciprocity-calibrated such that GAB = GT

BA.
Here, the dimensions of gAC ,gCA,gCB,gBC , and GAB are M × 1,M × 1, N × 1, N × 1, and
N ×M , respectively. It is assumed that all channels are time-invariant during P1 and P2.

3.2.2 Transmission scheme

In Fig. 3.2, the proposed transmission scheme of our bistatic communication setup is illustrated.
There are two phases, as explained below.

3.2.2.1 Phase 1: Channel estimation at CSP A

The first phase comprises Jp slots (τpJp symbols). In each slot, CSP B sends N orthogonal pilot
signals one per antenna, which each has τp symbols, in order to facilitate estimation of GBA at
CSP A. The orthogonal pilot signals sent in a slot can be written in matrix form as Φ ∈ CN×τp

1Note that our proposed interference suppression algorithm for BiBC uses beamforming in the CE, relying on
explicit channel state information between the CE and the reader. This is feasible for the assumed BiBC setup, but it
would not be possible for AmBC as there is no dedicated CE in AmBC.
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CSP B transmits and 
Phase 1: Channel Estimation at CSP A

CSP A transmits and 

Phase 2: Detection / Information Decoding at CSP B

Figure 3.2: The proposed transmission scheme.

and satisfy
ΦΦH = αpIN , (3.1)

where αp = ptτp
N

, τp ≥ N , and pt stands for the transmit power. The total transmitted energy
during P1 is

Ep ≜ Jp||Φ||2 = Jpptτp. (3.2)

In Fig. 3.2, γj ∈ {0, 1} denotes the reflection coefficient. In P1, we select γj = 0 for j ∈ Sp =
{1, 2, . . . , Jp}, i.e., the END is silent in each slot. When the END is silent, its reflection coefficient
is a part of GBA like other scattering objects in the environment. (It is also possible to design a
END that absorbs the incoming signal for energy harvesting during γj = 0 [40]; that, however,
would not make a difference to our proposed algorithms.) When γj = 1, the relative difference
in the channel as compared to when γj = 0 from CSP B to CSP A is gCAgT

BC . Alternating
between two different values of γj corresponds to on-off keying modulation with two states, which
is commonly used also in much other literature, for example [30], [40], [41].

3.2.2.2 Phase 2: Detection at CSP B

The second phase consists of Jd slots (τdJd symbols). In each slot, CSP A sends a probing signal
to detect the symbol of the END at CSP B. The probing signal sent in a slot can be represented
in matrix form as Ψ ∈ CM×τd and satisfy

ΨΨH = αdIM , (3.3)

where αd =
ptτd
M

and τd ≥M .

The received signal of dimension N × τd at CSP B, in slot j can be written as:

Yj = GABPsΨ+ γjgCBgT
ACPsΨ+ Wj, (3.4)

where j ∈ Sd = {Jp + 1, Jp + 2, . . . , Jp + Jd} and Jp + Jd = J . Similar to in P1, when the END
is silent (γj = 0), its contribution to the propagation environment is considered to be included in
GAB. Therefore, gCBgT

AC represents the difference in the channel from CSP A to CSP B when
γj = 1 as compared to when γj = 0. Due to this fact and because of reciprocity of propagation,
GAB = GT

BA. We assume that all channels are time-invariant during the J slot durations, i.e.,
the coherence time of all the channels exceeds Jpτp + Jdτd symbols. Ps ∈ CM×M is a scaled
projection matrix introduced in order to minimize the DLI between CSP A and CSP B; the design
principles for it will be explained in Section 3.3. Wj ∈ CN×τd comprises additive Gaussian
noise; all elements of Wj are independent and identically distributed (i.i.d.) CN (0, 1). Depending
on a pre-determined pattern associated with the END, in some slots of P2, γj = 0, and in the
remaining slots γj = 1. Sd is a set of {Jp + 1, . . . , J}, and S0

d and S1
d , which are subsets of Sd,
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Table 3.1: Summary of notation

Parameter Notation Dimension
Received signal at CSP B Yj N × τd
Received signal at CSP A Yp

j M × τp
Channel from CSP A to CSP B GAB N ×M
Channel from CSP B to CSP A GBA M ×N
Channel from CSP A to END gT

AC 1×M
Channel from END to CSP A gCA M × 1
Channel from END to CSP B gCB N × 1
Channel from CSP B to END gT

BC 1×N
Scaled projection matrix Ps M ×M

Probing signal Ψ M × τd
Additive Gaussian noise at CSP B Wj N × τd
Additive Gaussian noise at CSP A Wp

j M × τp
Pilot signal Φ N × τp

Reflection coefficient at END γj 1× 1
Cardinalities: |Sp| = Jp, |Sd| = Jd, |S0

d | = J0
d , and |S1

d | = J1
d

contain the indices for which γj = 0 and γj = 1 in P2, respectively. The cardinalities of Sd,S0
d ,

and S1
d are |Sd| = Jd, |S0

d | = J0
d and |S1

d | = J1
d , where Jd = J0

d + J1
d . The dimensions of the

quantities in the model are summarized in Table 3.1.

The next sections explain our proposed choice of the projector Ps to minimize DLI, and the de-
tection algorithm to be used at the reader.

3.3 Proposed interference suppression algorithm

In this section, we first define the dynamic range in our system. Next, we present the channel
estimation algorithm in P1 for the direct link between CSP B and CSP A. We then propose a
novel algorithm based on the estimated direct link channel to mitigate the DLI at CSP B in P2.
The proposed algorithm decreases the required dynamic range of the system, and increases the
SINR and the detection performance. In practice, it also enables the use of low-resolution ADCs
due to the decreased dynamic range.

3.3.1 Dynamic range

The dynamic range of an n-bit resolution ADC is 6.02n dB, and the quantization error of the
ADC decreases exponentially with increasing n [42], [43]. A high-resolution ADC, which has low
quantization error, is required to detect the weak backscatter signal under strong DLI. We also
define the dynamic range of the received signal during P2 as [23], [44]

ζ = E

{
∥GABPsΨ∥2 +

∥∥gCBgT
ACPsΨ

∥∥2
∥∥gCBgT

ACPsΨ
∥∥2

}
, (3.5)

where the matrix product GABPsΨ represents the DLI. In Eq. (3.5), ζ, the dynamic range of
the received signal, is a good indicator of the required dynamic range of the reader circuitry. In
this equation, the expectation is taken with respect to random channel estimation errors (which
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affect Ps); the channels here are considered fixed. Note that the received signal from the END is
added to the numerator to satisfy ζ ≥ 1 (0 dB). When there is no projection, i.e., Ps = IM , the
dynamic range can be large: ζ ≫ 1. When ζ ≫ 1, we need high-resolution ADCs which are
not energy and cost efficient. This is because, in this operating regime, the backscattered signal
is pushed to the last bits of the ADC, and the low-resolution ADCs cannot distinguish the weak
backscatter signal under strong DLI due to the high quantization error. The aim of the scaled
projection matrix, Ps ∈ CM×M , is to project the transmitted signal in P2 onto the nullspace of the
dominant directions of GAB (or more exactly, an estimate of it); consequently, the received DLI
decreases which reduces the dynamic range requirements on the reader circuitry. The design of
the projection matrix is detailed in Section 3.3.3.

3.3.2 Channel estimation at CSP A

In this subsection, we present the algorithm to estimate the channel from CSP B to CSP A, GBA.
In the channel estimation phase, CSP B sends the same pilot signal Φ in each slot, that is, Jp
times. At CSP A, the received pilot signal in slot j is given by

Yp
j = GBAΦ+ γjgCAgT

BCΦ+ Wp
j , (3.6)

where j = 1, 2, . . . , Jp and Wp
j ∈ CM×τp comprises additive noise and all elements of Wp

j are i.i.d.
CN (0, 1). We select the reflection coefficients γj = 0 for j = 1, 2, . . . , Jp, i.e., the END is silent.
As a result, Eq. (3.6) simplifies to

Yp
j = GBAΦ+ Wp

j . (3.7)

The channel GBA is estimated by least-squares (LS) as follows:

ĜBA =
1

Jp

Jp∑

j=1

Yp
jΦ

H(ΦΦH)−1. (3.8)

Due to the reciprocity, the channel GAB is simply GAB = GT
BA; the same holds for their estimates:

ĜAB = Ĝ
T

BA.

The singular value decomposition (SVD) of ĜAB can be written as

ĜAB = U∆VH, (3.9)

where U ∈ CN×K0 and V ∈ CM×K0 are semi-unitary matrices, and K0 ≤ min{M,N} is the rank
of ĜAB. ∆ is a K0 ×K0 diagonal matrix with positive diagonal elements ordered in decreasing
order.

3.3.3 Interference suppression algorithm

This subsection explains our proposed design of the projector, Ps, whose application at CSP A
will reduce the DLI and consequently improve the detection performance at CSP B.2

In P2, CSP A transmits a probing signal to enable CSP B to detect the symbol of the END.
The probing signal, Ψ, satisfies ΨΨH = αdIM . Before transmitting Ψ, CSP A first designs a

2Since the location of the END is unknown, we focus on the suppression of DLI, and we do not attempt to
beamform power towards the END in order to increase the backscattered power.
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projection matrix based on the channel estimates obtained in P1. After that, CSP A projects
the probing signal onto the nullspace of ĜAB in order to minimize the CSP A → CSP B DLI,
decrease the dynamic range, and increase the detection probability of END symbol at CSP B.
After the projection, CSP A transmits the following signal

PsΨ = ΛPΨ, (3.10)

where P is an orthogonal projection of dimension M ×M and rank M −K, with K to be appro-
priately selected, and

Λ =

√
M

M −K
(3.11)

is the non-zero eigenvalue of Ps = ΛP. In Eq. (3.10), Λ is used to keep the total radiated energy
the same as without the projector, that is,

Ed ≜ Jd||Ψ||2 = Jd||PsΨ||2. (3.12)

We select P to project onto the orthogonal complement of the space spanned by the columns of
VK :

P = I− VKVH
K , (3.13)

where VK contains the first K columns of V in Eq. (3.9). The choice of the value of K depends on
several parameters, such as the number of antennas on the panels, the panel shapes (e.g., uni-
form linear arrays and rectangular linear arrays), the SNR, and the channel model. For instance,
when there are a strong LoS link and SMC, setting K to 1 makes it possible to cancel the LoS link
and decrease the dynamic range. As K increases, the dynamic range continues to decrease by
the cancellation of SMCs, but the coverage area also decreases due to the increasing nulls in the
antenna radiation pattern. Clearly, we must have K ≤M . Selecting an appropriate value of K is
critical, and it could be chosen based on a predetermined dynamic range requirement and/or the
number of dominant singular values of GAB (or more exactly, an estimate of it).

Note that the location of the END is unknown. To avoid reducing the backscatter link power,
gCBgT

AC should not lie in the subspace spanned by the dominant right singular vectors of GAB.
For example, when rank(GAB) = 1 in line-of-sight conditions, the proposed algorithm requires
that the CE, END, and reader should not be located on a line, i.e., gCBgT

AC ̸= ρGAB for all ρ ∈ C.

In summary, the received signals during both phases are given by

Yp
j = GBAΦ+ Wp

j , j ∈ {1, . . . , Jp}
Yj = GABPsΨ+ γjgCBgT

ACPsΨ+ Wj, j ∈ {Jp + 1, . . . , J}
(3.14)

3.4 A detector design without perfect CSI

In this section, we formalize the problem of detection during P2 as a hypothesis test, and develop
a GLRT approach towards computing this test. The hypothesis test models the two scenarios
absence and presence, respectively, of the END as H0 and H1. Specifically the test is:

H0 :

{
Yj = GABPsΨ+ Wj, j ∈ Sd
Yp
j = GBAΦ+ Wp

j , j ∈ Sp

H1 :

{
Yj = GABPsΨ+ γjgCBgT

ACPsΨ+ Wj, j ∈ Sd
Yp
j = GBAΦ+ Wp

j , j ∈ Sp.

(3.15)
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max
GAB ,HBL

(
∏
j∈Sp

p
(
Yp
j | GBA

) ∏
j∈Sd

p (Yj | H1,GAB,HBL, γj)

)

max
GAB

(
∏
j∈Sp

p
(
Yp
j | GBA

) ∏
j∈Sd

p (Yj | H0,GAB)

)
H1

≷
H0

η. (3.16)

Under H1, the END varies its antenna reflection coefficient γj according to a known (and pre-
determined) pattern. Note that to detect the presence of the END, we detect a pre-determined
sequence of symbols from it. Therefore, technically, the problems of symbol detection and pres-
ence detection are equivalent. Furthermore, this hypothesis test can be interpreted as detecting
the END data, where the null hypothesisH0 corresponds to bit “0”, and the alternative hypothesis
H1 corresponds to bit “1”.

We consider the standard distributed MIMO setup, with a backhaul link between the access points
[45, p. 32], [38]. CSP A and CSP B can be any two antenna panels/access points in such a
system. For this setup, we can assume that panels can share information, and also receive data
over a backhaul network. Therefore, we assume that Ψ, Φ, Ps, and Yp

j are known at CSP B. The
only information that needs to be sent through the backhaul network on a slot-by-slot timescale
is Ps and Yp

j . We also assume that GAB, gCB, and gAC are unknown by the receiver.

The GLRT, using the received signals in P1 and P2, to detect the symbol/presence of the END
is given in Eq. (3.16). In Eq. (3.16), p

(
Yp
j | GBA

)
, p (Yj | H0,GAB), and p (Yj | H1,GAB,HBL, γj)

denote the likelihood functions of the observations in P1, and under H0 and H1 in P2, respec-
tively; they are given as follows:

p
(
Yp
j | GBA

)
=

1

πMτp
exp

[
−||Yp

j − GBAΦ||2
]
, (3.17a)

p (Yj | H0,GAB) =
1

πNτd
exp

[
−||Yj − GABPsΨ||2

]
, (3.17b)

p (Yj | H1,GAB,HBL, γj) =
1

πNτd
exp

[
−||Yj − GABPsΨ− γjgCBgT

ACPsΨ||2
]
. (3.17c)

The detection threshold is η, and
HBL = gCBgT

ACPs (3.18)

is an N ×M rank-1 matrix, where gCBgT
AC stands for the backscatter link cascade channel.

The next subsections develop the estimate of GAB that maximizes the denominator of the the left
hand side of Eq. (3.16), assuming H0 is true, and the estimates of GAB and HBL that maximize
the numerator in Eq. (3.16), assuming H1 is true.

3.4.1 Estimation of unknown parameters under H0

Under H0, GAB is the only unknown parameter. We estimate GAB, that maximizes the denomi-
nator in Eq. (3.16), using the received signals in P1 and P2 as follows:

ĜAB = argmax
GAB

∏

j∈Sp

p
(
Yp
j | GBA

) ∏

j∈Sd

p (Yj | H0,GAB) (3.19a)

= argmin
GAB

(∑

j∈Sp

||Yp
j − GBAΦ||2 +

∑

j∈Sd

||Yj − GABPsΨ||2
)

(3.19b)
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(a)
= argmin

GAB

(∑

j∈Sp

||Y1,j −
√
αpGAB||2 +

∑

j∈Sd

||Y2,j −
√
αdGABPs||2

)
(3.19c)

(b)
= argmin

GAB

(
||YP1 −

√
αpGABΥJp ||2 + ||YP2 −

√
αdGABPsΥJd ||2

)
(3.19d)

= argmin
GAB

(
||
[
YP1 YP2

]
− GAB

[√
αpΥJp

√
αdPsΥJd

]
||2
)

(3.19e)

=
[
YP1 YP2

] [ √
αpΥ

T
Jp√

αd(PsΥJd)
T

]([√
αpΥJp

√
αdPsΥJd

] [ √
αpΥ

T
Jp√

αd(PsΥJd)
T

])−1

(3.19f)

=

(∑

j∈Sp

√
αpY1,j +

∑

j∈Sd

√
αdY2,jPs

)
(αpJpIM + αdJdPs)

−1 (3.19g)

=

(∑

j∈Sp

Φ∗(Yp
j)

T +
∑

j∈Sd

YjΨ
HPs

)
(αpJpIM + αdJdPs)

−1, (3.19h)

where equality (a) is shown in Appendix B.1. In (3.19c), Y1,j = Φ∗(Yp
j)

T/
√
αp and Y2,j =

YjΨ
H/
√
αd. In (b), the block matrices YP1 ∈ CN×MJp and YP2 ∈ CN×MJd are created by or-

dering Y1,j and Y2,j in increasing order based on the index j, respectively. The block matrices
ΥJp ∈ RM×MJp and ΥJd ∈ RM×MJd are ΥJp = [IM · · · IM ] and ΥJd = [IM · · · IM ]. In Eq. (3.19h),
(αpJpIM + αdJdPs) is invertible and positive definite.

3.4.2 Estimation of unknown parameters under H1

Under H1, GAB and gCBgT
AC are the unknown parameters, but the estimate of gCBgT

AC is not
unique when Ps is not a full-rank matrix. Therefore, instead, we find the estimate of HBL, which
is unique.

We assume that reflection coefficients are known underH1. We propose a cyclic optimization al-
gorithm to minimize the sum of the squared norms in Eqs. (3.17a) and (3.17c), and consequently
to estimate GAB and HBL. The algorithm consists of following steps:

• Step 1: First find an initial value by minimizing the objective function with respect to (w.r.t.)
GAB using the observations Yj and Yp

j′ , where j ∈ S0
d and j′ ∈ Sp.

• Step 2: Next, minimize the objective function w.r.t. HBL by using the estimated value of
GAB and the observations Yj , where j ∈ S1

d . As mentioned earlier, S0
d and S1

d denote the
sets of reflection coefficient indices for which γj = 0 and γj = 1 in P2, respectively.

• Step 3: Estimate GAB by using all observations and the estimated value of HBL.

• Step 4: Iterate Steps 2–3 until convergence.

The details of these steps are given below.

3.4.2.1 Step 1 - Initial estimation of GAB

The estimate of GAB using the observations Yj and Yp
j′ , where j ∈ S0

d and j′ ∈ Sp, is calculated
(similar to Eq. (3.19) but with S0

d in lieu of Sd) as

Ĝ
H1

AB = argmin
GAB

(∑

j∈Sp

||Yp
j − GBAΦ||2 +

∑

j∈S0
d

||Yj − GABPsΨ− γjHBLΨ||2
)

(3.20a)
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(a)
= argmin

GAB

(∑

j∈Sp

||Yp
j − GBAΦ||2 +

∑

j∈S0
d

||Yj − GABPsΨ||2
)

(3.20b)

=

(∑

j∈Sp

Φ∗(Yp
j)

T +
∑

j∈S0
d

YjΨ
HPs

)
(αpJpIM + αdJ

0
dPs)

−1. (3.20c)

In (a), we have γj = 0 for j ∈ S0
d .

3.4.2.2 Step 2 - Estimation of HBL

In this step, we minimize our objective function w.r.t. HBL by using Ĝ
H1

AB and the observations Yj ,
where j ∈ S1

d .

To estimate HBL, we apply the following steps. We first express the scaled projection matrix as

Ps = ΛP = ΛQQH (3.21)

in terms of its eigenvalue decomposition, where Λ =
√

M/(M −K) and Q is an M × (M −K)
matrix that satisfies QHQ = I. Note that rank (Ps) = M − K. The minimization problem has
two constraints: (1) HBL = ΛgCBgT

ACQQH is a rank-1 matrix, and (2) HH
BL lies in the orthogonal

complement of V1,K , i.e., HH
BL ∈ C(P). To deal with this problem, we first estimate H′

BL =
gCBgT

ACQ, which is an unconstrained rank-1 matrix, as follows:

Ĥ
′
BL = argmin

H′
BL

∑

j∈S1
d

||Yj − Ĝ
H1

ABPsΨ− γjΛgCBgT
ACPΨ||2 (3.22a)

(a)
= argmin

H′
BL

||YDL − ΛgCBgT
ACQQHD||2 (3.22b)

= argmin
H′
BL

(
||YDL||2 + ||ΛgCBgT

ACQQHD||2 − 2Re{Tr{ΛDHQQHg∗
ACgH

CBYDL}}
)

(3.22c)

= argmin
H′
BL

(
Tr{Λ2gCBgT

ACQQHDDHQQHg∗
ACgH

CB} − 2Re{Tr{ΛYDLDHQQHg∗
ACgH

CB}}
)

(3.22d)

= argmin
H′
BL

(
J1
dαdΛ

2||gCBgT
ACQ||2 − 2Re{Tr{ΛYDLDHQQHg∗

ACgH
CB}}

)
(3.22e)

= argmin
H′
BL

{
||gCBgT

ACQ||2 − 2Re{Tr{YDLDHQQHg∗
ACgH

CB}}
J1
dαdΛ

}
(3.22f)

= argmin
H′
BL

∥∥∥∥gCBgT
ACQ− 1

J1
dαdΛ

YDLDHQ
∥∥∥∥
2

. (3.22g)

In (a), we have γj = 1 for j ∈ S1
d , and the block matrix YDL of dimension N × J1

dτd is created by

ordering {Yj− Ĝ
H1

ABPsΨ} in increasing order based on the index j. D is an M×J1
dτd-dimensional

block matrix of Ψs: D = [Ψ . . .Ψ], where DDH = J1
dαdIM .

We look for the best rank-one fit, in the Frobenius-norm sense, in Eq. (3.22g). The solution is
given by the first term of the SVD of 1

J1
dαdΛ

YDLDHQ [46]:

Ĥ
′
BL = u1δ1vH

1 , (3.23)

where u1, v1, and δ1 are the dominant left singular vector, the dominant right singular vector, and
the dominant singular value, respectively.
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Algorithm 1: The estimate of GAB and HBL that maximize the numerator in the GLRT under
H1.
Require: Yj,Y

p
j , γj,Ps,Ψ

Ensure: ĤBL, Ĝ
H1

AB

1: υ = 0
2: Compute

Ĝ
H1

AB(υ) =


∑

j∈Sp

Φ∗(Yp
j)

T +
∑

j∈S0
d

YjΨ
HPs


 (αpJpIM + αdJ

0
dPs)

−1

3: Compute ĤBL(υ) = Λu1(υ)δ1(υ)vH
1 (υ)Q

H

4: repeat
5: Compute

Ĝ
H1

AB(υ + 1) =

(∑
j∈Sp

Φ∗(Yp
j)

T +
∑
j∈Sd

(Yj − γjĤBL(υ)Ψ)ΨHPs

)
(αpJpIM + αdJdPs)

−1.

6: Compute ĤBL(υ + 1) = Λu1(υ + 1)δ1(υ + 1)vH
1 (υ + 1)QH

7: υ = υ + 1

8: until ||ĜH1

AB(υ)− Ĝ
H1

AB(υ − 1)||2 ≤ ϵ

Using Eq. (3.23), the estimate of HBL that maximizes the numerator in the GLRT is given by

ĤBL = ΛĤ
′
BLQH = Λu1δ1vH

1 QH, (3.24)

where Ĥ
H

BL lies in C(P) because the eigenvectors of the projection matrix, i.e., the columns of Q,
lie in C(P).

3.4.2.3 Step 3 - Estimation of GAB

In Eq. (3.20), the initial estimate of GAB is calculated without using the observations Yj , where
j ∈ S1

d . After the estimation of HBL in step 2, we can use all observations to estimate GAB (similar
to Eq. (3.19)) as follows:

Ĝ
H1

AB =


∑

j∈Sp

Φ∗(Yp
j)

T +
∑

j∈Sd

(Yj − γjĤBLΨ)ΨHPs


 (αpJpIM + αdJdPs)

−1. (3.25)

3.4.2.4 Step 4 - Iteration

Finally, we iteratively estimate HBL and GH1
AB by using Eqs. (3.24) and (3.25) until the Frobenius

norm of the difference between two successive estimation of GH1
AB is smaller than a threshold.

A summary of our proposed algorithm is given in Algorithm 1. 3

3.4.3 Modified estimator for the non-jointly calibrated case

Throughout the above derivation, we have assumed that CSP A and CSP B are jointly reciprocity-
calibrated such that GAB = GT

BA. In practice, such calibration can be achieved by distribution of
3Note that, if we assume that the pilot signal is sent from CSP A to CSP B, instead of from CSP B to CSP A in

P1, the computational complexity of Algorithm 1 will remain the same.
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a phase reference over a cable that connects the two panels, or by bi-directional intra- and inter-
panel over-the-air measurements [47]. However, if such calibration has not been performed, and
the panels are only individually calibrated for reciprocity, there will be an unknown residual phase
offset, say ϕ, between the panels such that GAB = ejϕGT

BA. In this scenario, the projection matrix
designed in Section 3.3.3 will cancel the DLI similar to when joint reciprocity calibration is as-
sumed (since ejϕ is only a complex scalar); however, we cannot directly use the signal received
in P1 together with the signals received in P2 for the detection of the END symbol. A simple
remedy in this case is to base the detector on only the signals received during P2. The corre-
sponding algorithm is worked out in Appendix B.2, and is principally different from Algorithm 1
developed above, as GAB is unidentifiable (even in the noise-free case) when only data from P2
are available; see the appendix for details.4

3.4.4 Approximate GLRT detector

Since Ĝ
H1

AB and ĤBL are not maximum-likelihood estimates, inserting the estimates of GAB and
HBL obtained above, we obtain an approximation of the GLRT detector in Eq. (3.16). Specifically,
the resulting (approximate) GLRT detector is given in Eq. (3.26).

GLR =

∏
j∈Sp

p
(

Yp
j | Ĝ

H1

AB

) ∏
j∈Sd

p
(

Yj | H1, Ĝ
H1

AB, ĤBL, γj

)

∏
j∈Sp

p
(

Yp
j | Ĝ

H0

AB

) ∏
j∈Sd

p
(

Yj | H0, Ĝ
H0

AB

)
H1

≷
H0

η. (3.26)

Defining Aj,B,C1, and C2 as follows,

Aj = Ĝ
H1

ABPsΨ+ γjĤBLΨ, (3.27a)

B = Ĝ
H0

ABPsΨ, (3.27b)

C1 = (Ĝ
H1

AB)
TΦ, (3.27c)

C2 = (Ĝ
H0

AB)
TΦ, (3.27d)

we can write log(GLR) as

log(GLR) = −
∑

j∈Sd

||Yj − Ĝ
H1

ABPsΨ− γjĤBLΨ||2 +
∑

j∈Sd

||Yj − Ĝ
H0

ABPsΨ||2

−
∑

j∈Sp

||Yp
j − (Ĝ

H1

AB)
TΦ||2 +

∑

j∈Sp

||Yp
j − (Ĝ

H0

AB)
TΦ||2 (3.28a)

= −
∑

j∈Sd

Tr{(Yj − Aj)(Yj − Aj)
H}+

∑

j∈Sd

Tr{(Yj − B)(Yj − B)H}

−
∑

j∈Sp

Tr{(Yp
j − C1)(Y

p
j − C1)

H}+
∑

j∈Sp

Tr{(Yp
j − C2)(Y

p
j − C2)

H} (3.28b)

=
∑

j∈Sd

(
2Re{Tr{Yj(Aj − B)H}} − ||Aj||2 + ||B||2

)

+
∑

j∈Sp

(
2Re{Tr{Yp

j(C1 − C2)
H}} − ||C1||2 + ||C2||2

)
. (3.28c)

4In addition, it is also possible to use the modified estimator to decrease the backhaul overhead in the case of
limited backhaul link capacity because there is no need to send the received signal in P1 over the backhaul link.
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Finally, we can write the hypothesis test as follows:
∑

j∈Sd

(
2Re{Tr{Yj(Aj − B)H}} − ||Aj||2 + ||B||2

)

+
∑

j∈Sp

(
2Re{Tr{Yp

j(C1 − C2)
H}} − ||C1||2 + ||C2||2

) H1

≷
H0

log(η).
(3.29)

3.5 Performance evaluation of the proposed detector

In this section, we first provide the simulation parameters and then discuss numerical results. We
assume that there is a specular reflector that causes a SMC. The channels are modeled as

[GAB]n,m = [GT
BA]n,m =

√
βm,ne

−j 2π
λ
dm,n + gSMC

√
β′
m,ne

−j 2π
λ
d′m,n , (3.30a)

[gAC ]m = [gCA]m =
√
βme

−j 2π
λ
dm + gSMC

√
β′
me

−j 2π
λ
d′m , (3.30b)

[gCB]n = [gBC ]n =
√

βne
−j 2π

λ
dn + gSMC

√
β′
ne

−j 2π
λ
d′n , (3.30c)

where m ∈ {1, 2, . . . ,M}, n ∈ {1, 2, . . . , N}, gSMC is the amplitude gain of the SMC, λ is the
wavelength of the emitted signal, and [GAB]n,m, [gAC ]m, and [gCB]n are the (n,m)th element of
GAB, mth element of gAC , and nth element of gCB, respectively. The path-gain coefficients are
defined as

βm,n =
1

d2m,n

, β′
m,n =

1

(d′m,n)
2
, (3.31a)

βm =
1

d2m
, β′

m =
1

(d′m)
2
, (3.31b)

βn =
1

d2n
, β′

n =
1

(d′n)
2
, (3.31c)

where dm,n, dm, and dn stand for the LoS path lengths between the mth antenna in CSP A - the
nth antenna in CSP B, the mth antenna in CSP A - the END, and the nth antenna in CSP B - the
END, respectively. The non-LoS path lengths d′m,n, d

′
m, and d′n are defined similarly. We choose

a uniform linear array at both CSP A and CSP B.

Unless otherwise stated, we use the following parameters: Jd = 2, τd = 16, Jp = 1, τp = 16,
M = 16, N = 16, λ = 0.1 m, and dant = 0.5, where dant denotes the inter-antenna distance
normalized by the carrier wavelength. We select the reflection coefficients at the END as γj = 0
for j ∈ Sp in P1. In P2, γj ∈ {0, 1} for j ∈ Sd, and we have the same number of γj = 0 and
γj = 1, i.e., |S0

d | = |S1
d | = Jd/2. The SNR during the channel estimation phase is defined as

SNRp = β̄BAptJpτp, where pt is the transmit power and β̄BA = ∥GAB∥2
MN

. The SNR during the
detection of END symbol is SNRd = β̄CBβ̄ACptJdτdγ̄, where γ̄ = 0.5 is the average value of the
reflection coefficients in P2, and β̄AC = ∥gAC∥2 /M and β̄CB = ∥gCB∥2 /N . The centers of CSP
A and CSP B are located at positions with coordinates (0, 0) and (6, 0) in meters, respectively.
The specular reflector is located along the x-axis at y = −4 m. Table 3.2 lists all simulation
parameters.

In Figs. 3.3 and 3.4, we investigate the total radiated energy from CSP A during a slot duration in
P2, which is given by

Et(θ) ≜ ||g(θ)TPsΨ||2 =
αdM

M −K
||g(θ)TP||2, (3.32)
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Table 3.2: Simulation Parameters

Parameter Value
Number of slots for the probing signal Jd = 2

Number of symbols in each slot for the probing signal τd = 16
Number of slots for the pilot signal Jp = 1

Number of symbols in each slot for the pilot signal τp = 16
Number of antennas in CSP A M = 8, 16
Number of antennas in CSP B N = 8, 16
Number of antennas in END 1

The location of CSP A, CSP B, and END in meters (0, 0), (6, 0), and (3, y), where y ∈ [0 30]
The location of the specular reflector in meters y = −4

The amplitude gain of the SMC gSMC = 0.5
Reflection coefficients at END γj = 0 for j ∈ Sp and γj ∈ {0, 1} for j ∈ Sd

The wavelength of the emitted signal in meters λ = 0.1
Inter-antenna distance both in CSP A and CSP B in meter dantλ = 0.5λ = 0.05

SNR during the detection of END symbol SNRd = 2 dB
SNR during the channel estimation SNRp = 5, 20 dB

where g(θ) ∈ CM×1 is the steering vector defined as follows:

g(θ) =




1
exp (j2πdant sin(θ))

...
exp (j(M − 1)2πdant sin(θ))


, (3.33)

and θ is the angle of departure of the transmitted signal. We select SNRd = 2 dB, and assume
that β̄AC = 1 and β̄CB = 1. The projection matrix is designed based on PCSI, i.e., ĜAB =
GAB, by CSP A for all scenarios except the no-projection case, i.e., Ps = IM . Note that the
number of antennas in CSP A and CSP B does not affect the antenna radiation pattern for the
no-projection case.

In Fig. 3.3, we compare the antenna radiation patterns for the three different cases: (1) M =
8, N = 16, (2) M = 16, N = 16, and (3) M = 16, N = 8. CSP B is located at 0◦, and in the first
and third cases, the singular values of GAB are (1.81, 0.59, 0.47, . . . ), and we select K = 2. In the
second case, the singular values of GAB are (2.33, 1.25, 0.79, 0.30, . . . ), and we select K = 3. As
shown in the figure, the direct link, which is the LoS link plus SMC, is canceled due to the use of
Ps except for the no projection case. In addition, with increasing M , the beamforming accuracy
and consequently the coverage area after projection increase in this particular setup.

In Fig. 3.4, we compare the antenna radiation patterns for varying values of K for M = N = 16.
As seen in the figure, we can cancel more components of the direct link channel with increasing
K. For example, the dominant directions of the LoS link are canceled for K = 1 and K = 2,
and the dominant direction of the SMC is also canceled for K = 3. This is because the first two
dominant right singular vectors of GAB are mostly associated with the LoS link, while the third
dominant right singular vector is mostly associated with the SMC. Note that the dominant K right
singular vectors of GAB are used for designing the projection matrix.

In Fig. 3.5, we show the ratio ζ given in Eq. (3.5) for different END locations to investigate the
change in the dynamic range in P2 for varying K and SNRp values. The END is located at (3, y),
where we change the vertical position of the END, y, between 0 and 30 meters. For the perfect-
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Figure 3.3: The 2-D antenna radiation patterns for the different number of antennas.
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Figure 3.4: The 2-D antenna radiation patterns for the different K values (M = 16, N = 16).
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Figure 3.5: The dynamic range of the received signal.

projection (PePj) case, we assume that ĜAB = GAB, for the no-projection case, Ps = IM , and for
the imperfect-projection (ImPj) case, we design Ps based on ĜAB.

As seen in Fig. 3.5, for y = 0, the projection matrix cannot affect the dynamic range as intended
since the END is located on the broadside direction of the CSP A. However, the dynamic range, ζ,
decreases with increasing K when y > 0 because we can cancel more components of the direct
link channel. For example, at y = 10 m, ζ is 28.32 dB, 23.10 dB, 18.18 dB, 10.14 dB, and 2.94 dB
for the no projection, K = 1, K = 2, K = 3 (PePj), and K = 4 cases, respectively. For y < 23
m, there are fluctuations in the dynamic range curves due to the constructive and destructive
interference between the LoS link and the SMC. However, after about 23 m, d′m ≈ dm + c1 and
d′n ≈ dn + c2, and consequently [gCB]n ≈ c3e

−j 2π
λ
dn and [gAC ]n ≈ c4e

−j 2π
λ
dm , where c1, . . . , c4

are some constants. As a result, the channels gCB and gAC behave like a LoS channel without
multipath. Therefore, the dynamic range curves are smoother beyond y = 23 m for this particular
setup.

In Fig. 3.5, we also show the effect of the imperfect projection on the dynamic range for K = 3.
As seen from the figure, the dynamic range, ζ, decreases with increasing SNRp when y > 0. For
example, at y = 10 m, ζ is 25.39 dB at SNRp = 5 dB and 14.38 dB at SNRp = 20 dB. This is
because the projection matrix designed with high SNRp values has a better capability to decrease
the DLI. In practice, with a decreased dynamic range, it is possible to use low-resolution ADCs
which are more cost and energy efficient than high-resolution ADCs.

In Fig. 3.6, simulation results for the hypothesis test in Eq. (3.15) are shown. We use the GLRT
detector in Eq. (3.29). A triangular setup is used with the END located at (3, 3) meters. We
consider three different scenarios: (1) perfect projection, i.e., Ps is designed based on ĜAB =
GAB, (2) imperfect projection, i.e., Ps is designed based on the estimated channel, and (3) no
projection, i.e., Ps = IM . In all scenarios, we select K = 3, SNRd = 2 dB, and we use two
different SNRp values as 5 dB and 20 dB in P1 to investigate the effect of the scaled projection
matrix Ps on the probability of detection (PD) and the probability of false alarm (PFA) of the END.
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Figure 3.6: The END symbol detection performance at CSP B.

Note that, although we do not estimate GAB using the pilot signal for the perfect projection and
no projection cases, we send the pilot signal in P1 to use it in the detection phase (P2), for a fair
comparison.

Compared to the system which works at low SNRp values, e.g., 5 dB, the system which works
at high SNRp values, e.g., 20 dB, is superior in terms of projecting the transmitted signal onto
the nullspace of the dominant direction of GAB because ĜAB in P1 is more accurate at high
SNRp values, and this affects the projection matrix accuracy. As seen in the figure, the detection
performance of the perfect and imperfect projection cases are almost the same at SNRp = 20 dB,
while there is a performance difference between these two cases at SNRp = 5 dB.

In addition, the performance of both the perfect and imperfect projection cases is better than that
of the no projection case in each given SNRp value. This is because the radiated power in the
directions which are close to the dominant directions of GAB decreases while the emitted power in
all other directions increases due to the use of Ps. This phenomenon can also be seen in Fig. 3.4.
Compared to the no-projection case, for K = 3 with the perfect projection case, the radiated
power in all directions except the direct link is higher. For example, in Fig. 3.6 at PFA = 0.1,
the imperfect projection case has almost 0.09 and 0.19 gain in the probability of detection when
compared to the no projection case at SNRp = 5 dB and SNRp = 20 dB, respectively.
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Chapter 4

Signaling and optimal waveform design

Designing an optimal waveform is relevant to improve RF energy harvesting, as it affects RF-to-
direct current (DC) efficiency. By optimizing the waveform design for WPT, the efficiency of the
energy conversion process can be improved, and more energy can be harvested from the RF
signals. Waveforms to ensure RF-to-DC efficiency gains, typically result in high peak-to-average
power ratio (PAPR) signals, which is a property inherent in OFDM signals. In the following, we
investigate how OFDM signals can be used in a backscatter communication system to extract
wideband channel state information, a pre-requisite for time-of-arrival based localization.

4.1 CSI estimation using wide band OFDM signals

We investigate backscatter communication in wideband bistatic OFDM systems and focus on
simultaneous DLI mitigation and CSI estimation in a single-path SISO setup. A time-domain
signal model is established to derive an algorithm to separate the weak backscatter signal from
the strong DLI by exploiting fast time-variations imposed by the binary OOK modulation of the
backscatter modulator. First, an estimator is derived for the unknown phase and unknown fre-
quency of the OOK modulation signal, which incorporates inherent cancellation of the direct link
signal. Having an estimate of the phase and frequency of the backscatter modulation signal, the
CIR of the direct link channel and the backscatter channel are estimated using a masked ML
approach of the separated direct link signal and backscatter signal. The algorithm is evaluated
using a scenario specific bistatic SISO setup based on an IEEE 802.11ax OFDM system for the
infrastructure and using preambles specified in the electronic product code (EPC) Class 1 Gen 2
radio frequency identification (RFID) standard for the backscatter modulation waveform.

In summary, the derived algorithm is capable of estimating the unknown phase and frequency
of the backscatter modulation signal of the system-agnostic END and is capable of providing
wideband CSI of the backscatter channel which in turn may be used to enhance power transfer
to the END, to enhance the communication (e.g., data-rates) between system and END, or for
localisation purposes.

4.1.1 Signal and system model

We consider a bistatic backscatter system as depicted in Figure 4.1 with a single-antenna CSP
operating in transmit mode (CSP A) and a single-antenna CSP operating in reception mode (CSP
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B). The CSPs run a standardized OFDM transmission mode and are assumed to be phase and
sample coherent.

The END is either reflecting or absorbing incoming signals according to a preamble bit sequence.
While reflecting, we assume linear behaviour of the END. Transmission between CSPs, i.e. the
DLI, and the transmission between END and CSPs, i.e. the downlink (DL) and uplink (UL) chan-
nel, are modelled using (complex) sampled baseband equivalent radio channels.

Figure 4.1: System block diagram.

For the following considerations, we use the SISO time-domain model depicted in Figure 4.2. The
wide-band OFDM transmit signal s ∈ CÑS×1 passes through the downlink channel hDL ∈ CMDL×1

to the END where it is modulated with the OOK signal b ∈ C(ÑS+MDL−1)×1 as shown in Figure 4.3.
b is a pulse-width modulation (PWM) signal with 50% duty-cycle parameterized by a phase shift
ηb ∈ N0 and a period of 2Tb.

Figure 4.2: SISO time domain signal model.

The reflected signal passes through the uplink channel hUL ∈ CMUL×1 to the system’s receiver.
Level differences between direct link signal and received backscatter signal are modelled using
the gain factor gT ∈ (0, 1) (since we assume normalized channel CIRs). At the receiver, the
direct link interference (s passing through the direct link channel hD ∈ CMD×1) is superimposing
the backscattered signal along with zero-mean circularly-symmetric complex Gaussian noise ν ∈
C(ÑS+MD−1)×1.

ηb · · · · · · ηb + Tb ηb + 2Tb
· · ·

1

n

b[n]

Figure 4.3: Backscatter modulation signal.
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The resulting time-domain received signal vector y ∈ C(ÑS+MD−1)×1 is

y = HDs+ gTHULBHDLs+ ν (4.1)

where HDL ∈ C(ÑS+MDL−1)×ÑS , HUL ∈ C(ÑS+MD−1)×(ÑS+MDL−1) and HD ∈ C(ÑS+MD−1)×ÑS are
Toeplitz matrices representing the linear convolution with the corresponding channel CIRs hDL,
hUL and hD. The backscatter modulation is modelled by B = diag (b).

4.1.2 Direct link and backscatter channel estimation

Figure 4.4: Implementation of the signal model and estimation algorithm.

Now that we have established the system and signal model, we implement the algorithm accord-
ing to Figure 4.4 in order to determine the unknown backscatter modulation parameters and the
unknown CIRs. First, we maximize the objective function defined in Equation (4.4) to obtain the
unknown phase ηb and pulse-width Tb of the backscatter modulation signal.

(η̂b, T̂b) = argmax
ηb,Tb

∥ȳ∥2 = argmax
ηb,Tb

∥y − SĥD∥2 = (4.2)

= argmax
ηb,Tb

∥∥∥y − S
(
SHAH

ηb,Tb
Aηb,Tb

S
)−1

SHAH
ηb,Tb

y̌
∥∥∥
2

(4.3)

= argmax
ηb,Tb

∥∥(I− S (Aηb,Tb
S)+Aηb,Tb

)
y
∥∥2 (4.4)

As already mentioned, the algorithm incorporates inherent cancellation of the direct link signal
HDs = ShD, where S ∈ CMD×(ÑS+MD−1) is a Toeplitz matrix representing the linear convolution
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with the transmit signal s. This is achieved by using a masked and truncated version of the
received signal vector

y̌ = Aη,Ty (4.5)

to make an attempt to estimate the direct link CIR hD. The parameterized truncation matrix is of
the form

Aη,T =




1 0 · · · · · · · · · ·
0

. . . 0 · · · · · · · · ·
· . . . 1 0 · · · · · · · ·
· · 0 0 · · · 0 1 0 · · · ·
· · · · · · 0

. . . 0 · · ·
· · · · · · · . . . 1

. . .
· · · · · · · · 0 · · ·




η︷ ︸︸ ︷ T︷ ︸︸ ︷ T︷ ︸︸ ︷

(4.6)

which is derived from the mask signal a depicted in Figure 4.5. The mask signal is designed such
that it corresponds to the binary complement of the modulation signal b if we set ηa = ηb and
Ta = Tb. The resulting truncation matrix removes all entries from the received signal vector y
which contain components of the backscattered signal, in other words, it ensures that the direct
link is estimated only if the END is not transmitting (We ignore transients to the envelope b caused
by the uplink channel hUL).

1 · · · ηa · · · Ta + ηa 2Ta + ηa· · ·

1

n

a[n]

Figure 4.5: Mask signal.

From the truncated received signal vector we obtain the ML estimate

ĥD = (Aηb,Tb
S)+ y̌ (4.7)

where (·)+ denotes the pseudoinverse. It is evident that Equation (4.7) only works if we know the
parameters (ηb, Tb) of the backscatter modulation signal b. This estimator is not suitable for the
direct estimation of the parameters of b, yet it can be used for cancelling the direct link signal,
since in the noise-free case and with a truncation matrix with arbitrary parameters we get

ĥD = hD + LhT (4.8)

where L ∈ CMD×(MDL+MUL−1) is a leakage matrix which does not depend on hD, and hT ∈
C(MDL+MUL−1)×1 is the convolution of downlink and uplink channel.
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With this finding, we can construct the residual ȳ for the noise free case, which is

ȳ = y − SĥD = ShD +B(ShT)︸ ︷︷ ︸
yT

−SĥD = ShD + yT − ShD − SLhT = (4.9)

= yT − SLhT (4.10)

where any influence of the direct link channel is eliminated. A crucial property of L is that it
approaches zero if we have the right parameters of the backscatter modulation signal b, i.e.,
L = Lη,T → 0 for (η, T ) → (ηb, Tb), which is equivalent to maximizing the energy of the residual
ȳ as initially stated in Equation (4.4). Since Equation (4.4) is a nonlinear integer optimization
problem, we employ grid search over a sensible set of parameters ηb and Tb which are of practical
relevance. The implementation is summarized by Algorithm 2.

Now, having the parameters of b, we can reapply the estimator in Equation (4.7) to obtain the di-
rect link channel. This estimate is used to perform the final interference cancellation by convolving
it with the transmit signal and subtracting it from the received signal y to get

ŷT = y − SĥD. (4.11)

The backscatter CIR is obtained in analogous fashion to Equation (4.7), resulting in

ĥT =
(
Bη̂,T̂S

)+
Bη̂,T̂ ŷT (4.12)

where Bη̂,T̂ is the truncation matrix derived from the estimated backscatter modulation signal,
which corresponds to the binary complement of Aη̂,T̂ .

Algorithm 2: Backscatter modulation signal parameter estimation.

Require: set of modulation phases {ηi}Nη

i=1, set of modulation pulse widths {Tj}NT

j=1, reference
transmit signal s, synthesized or measured received signal y
J ← 0
S← convmtx(s) ; // Create Toeplitz convolution matrix from transmit signal

for all ηi, Tj do
a← ¬b(ηi, Tj) ; // Mask derived from binary complement of modulation signal

A← truncmtx(a) ; // Create truncation matrix from mask signal

S+ ← (AS)+ ; // Create pseudoinverse of truncated transmit conv. matrix

ĥD ← S+(Ay) ; // Direct link channel estimate for current parameters

ȳ← y − SĥD ; // Create residual by attempting a DLI cancellation

J(ηi, Tj)← ∥ȳ∥2 ; // Assign energy of residual to objective function

end for
(η̂, T̂ )← argmax J(ηi, Tj)

Ensure: η̂, T̂ , J
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4.1.3 Estimation performance and outlook

The implementation in Figure 4.4 is evaluated using a scenario specific setup, where the system
sample rate, the OFDM subcarrier count and the subcarrier spacing of the transmit signal are
defined by an IEEE 802.11ax transmission mode operating at 2.44GHz with 80MHz bandwidth.
The backscatter modulation signal is based on an FM0 Extended Preamble defined in the EPC
Class 1 Gen 2 RFID standard, which corresponds to a 40 kHz and 50% duty-cycle PWM signal
with a total duration of 300µs.

The level difference gT signal-to-interference ratio (SIR) between DLI and backscattered signal
at the receiver is derived from a path-loss model (path-loss exponent α = 2). The distances
which determine the path-loss values are indicated in Figure 4.6. For the END, we assume ideal
reflection for b[n] = 1 and ideal absorption for b[n] = 0. The resulting SIR is in the range of
−55 dB, for the DLI we assume a high quality transmission (SNR > 30 dB).

Figure 4.6: Scenario for the path-loss model.

For the defined scenario, the parameters of the backscatter modulation signal b are correctly
detected, which is crucial to perform the estimation of the DLI used to obtain the backscattered
signal. From the interference-cleared signal, the estimate of the backscatter CIR is obtained and
visualized in Figure 4.7.
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Figure 4.7: Scenario specific estimate of the backscatter channel CIR.

In order to quantify the estimation accuracy, we define the SNR of the CIR

SNRT = 10 · log
(

∥hT∥2
1

MT
∥hT − ĥT∥2

)
(4.13)
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where MT = MDL + MUL − 1 is the model order of the backscatter channel CIR hT, which
represents the convolution of hDL with hUL. In the specified scenario, we get a good SNRT ≈
28 dB, suggesting a high processing gain as the backscattered signal is way below the noise floor.

In conclusion, we established a time-domain model for a SISO bistatic backscatter communication
system using wide-band OFDM signals. From the time-domain model, an algorithm is derived to
estimate the unknown parameters of the backscatter modulation signal which includes inherent
DLI cancellation. The parameters of the backscatter modulation signal are required to separate
the strong DLI from the weak backscattered signal to get separated CSI, but without separated
CSI, we may not be able to get these parameters, since they are strongly interfered. However,
by exploiting the masking property of the backscatter modulation signal, a solution was found to
estimate the parameters without prior knowledge of the channels.

Potential applications of the obtained CSI include:

• Adaption to MIMO and single-input multiple-output (SIMO) setups to perform reciprocity-
based beamforming to enhance WPT to an END

• Enhance communication (data-rates, robustness) between END and CSP

• Localization and tracking of ENDs using the wide-band CSI
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Chapter 5

Optimal hardware design

The optimal hardware design for energy harvesting systems is one that maximizes energy con-
version efficiency while meeting the specific requirements and constraints of the application. This
requires a careful balance between the energy harvesting source, the energy storage, and the
power management subsystems. The design should also consider the physical form factor and
size constraints, as well as the expected operating environment and conditions.

5.1 Device performance evaluation

This section provides concluding information about general physical and regulatory limits of har-
vesting in the 2.4GHz Wi-Fi industrial, scientific and medical (ISM)-band. The harvesting perfor-
mance of the NXP test-integrated circuit (IC) with integrated charge-pump is also outlined here.
Furthermore, results on the expected maximum reachable harvesting distance are provided with
the current hardware device described in deliverable D4.2 [12]. It must be noted that the sSUF
Test-IC with integrated charge pump was designed for UHF (860. . . 960MHz) and the results show
the performance in a different frequency range (2.4GHz ISM) the design was not intended for. An
optimized design and layout for 2.4GHz would therefore significantly improve the conversion effi-
ciency and effective harvested power.

5.1.1 Physical and regulatory limitations

The maximum possible transmit power for an RF transmitter in the 2.4GHz ISM band is limited to
20 dBm (=100mW) equivalent isotropically radiated power (EIRP). The EIRP is here defined as:

EIRP = Pt − Lapp +Gt , (5.1)

with Pt as the RF power provided by the transmitter (output stage, amplifier, etc.), Lapp for the
application loss due to various losses (e.g., matching, cable loss, etc.), and Gt for the transmitter
antenna gain. A higher antenna gain therefore does not increase the maximum possible distance
between transmitter and receiver (RF harvesting device), since the EIRP must stay below 20 dBm
and the transmit power must therefore be adjusted accordingly.

The maximum RF power provided by the transmitter can be determined like following:

PTX,max = EIRPmax + Lapp −Gt , (5.2)
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for a given system with known application loss and transmitter antenna gain. The received RF
power can be determined with the Free-Space-Path-Loss or Friis-Equation:

Pr = Pt Gt Gr

(
λ

4πR

)2

, (5.3)

where Gr is defined as the receiver antenna gain, λ for the wavelength and R for the distance
between transmitter and receiver, or in this case the harvesting device. For a normalized distance
of 1m, a free space path loss of 40 dB (at 2.4GHz)/m up to 40.4 dB (at 2.5GHz)/m can be deter-
mined. These two factors, the maximum allowed transmit power and the power loss per meter
therefore limit and highly affect the RF harvesting as physical and regulatory limitation.

5.1.2 Limitations of current setup

The current µPP (microPowerProfiler) harvesting device is equipped with a unidirectional dipole
antenna with an antenna gain of Gr = 1.765 dBi (at 2.4GHz) down to Gr = 1.675 dBi (at 2.5GHz).
These values are the simulation results of the antenna design process and were not calculated
by measuring the antenna characteristics since the antenna was directly matched to the RF port
impedance. This allowed omitting the matching network for a default 50Ω antenna to the chip
impedance and therefore reduces any additional losses. As seen in Fig. 5.1, the performance
of the entire harvesting device was then characterized in an anechoic chamber by sweeping the
transmit power on the transmitter side and measuring the effective maximum harvested power
tuned with the variable load (with a variable load from 0Ω to 1MΩ and tracked by an maximum
power point tracker (MPPT) for ideal load behavior) for different frequencies within the 2.4GHz
ISM band. Looking at the frequency range this leads to a maximum power conversion efficiency

Figure 5.1: Power conversion efficiency (PCE) of the harvesting device versus available power
versus frequency.

(PCE) of 13.85% (at 2.40GHz) down to 10.74% (at 2.48GHz) as seen in Fig. 5.2.

A minimum power of −19 dBm must be available at the RF harvesting device, i.e., the device
under test (DUT), to get the charge pump voltage above 100mV. A minimum transmit power of
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Figure 5.2: Maximum PCE over the WIFI ISM Band.

−17 dBm must be available to get over 1% of conversion efficiency and > −14 dBm must be
available to get more than 1µW output power for a RF harvesting powered load connected to the
charge pump.

It must be noted that the antenna efficiency of the receiver antenna was not considered for these
measurements, only the simulated antenna gain was included in the PCE calculations. An an-
tenna design with high efficiency could therefore also improve the PCE significantly.

5.1.3 Office-environment SISO measurement

The measurement setup is given in Fig. 5.3. To get realistic and close to “real life” RF harvesting
results, measurements were performed in the office in a standard work environment with furni-
ture surrounding the measurement setup and active Wi-Fi access points in the office building.
The RF transmitter was simulated with a continuous wave (CW) transmitter operating at 2.4GHz
and output power of 16 dBm (maximum transmit power of this device). The application loss was
estimated with around 2 dB for connection and cable losses and the antenna gain of the unidi-
rectional dipole antenna is 2 dBi. This leads to an EIRP of approximately 16 dBm. By measuring

Figure 5.3: The measurement setup.

the effective harvested power (with a variable load from 0Ω to 1MΩ and tracked by an MPPT
for ideal load behavior) over various distances from 10 cm up to 1m following graph in Fig. 5.4
to determine the maximum harvestable power at each distance was determined (current status).
All further distances from 60 cm to 1m were not included since the effective harvested power was
neglectable. The maximum harvested power at 50 cm was 0.355µW while at 60 cm there was
close to no power available at the charge pump output (0.006µW). The unidirectional dipole an-
tennas were always perfectly aligned parallel to each other, the polarization on the receiving and
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Figure 5.4: Maximum harvested power over various distances.

transmitting side was the same – therefore this measurement still resembles an optimal environ-
ment without the harvesting device placed randomly with various angles next to the transmitter
and maybe even obstacles in the line of sight between transmitter and receiver/RF-harvester.

5.1.4 Conclusion

The measurement results clearly show that RF energy harvesting with current state of the art RF-
charge-pumps is possible – but with restrictions, meaning close distance operation at very low
output power level in the uWatts region. Maxing out these limitations, a slightly higher harvesting
distance can be achieved as seen in the plot (max out limitations). Since the maximum transmit
power is strictly regulated and the free space path loss is rather high with around 40 dB after 1m in
the 2.4GHz ISM band, the PCE performance of the harvesting device is crucial. Further, the exact
use case of the harvesting device/product must be known to increase the overall performance.
This can be achieved by decreasing any additional losses (matching, ideal point of operation –
MPPT) and by choosing a high receiving antenna gain for stationary harvesting devices to further
condense the maximum possible RF energy at the harvesting location. Improved RF-charge-
pumps with PCEs of 25% down to −24 dBm (approx. 4µW) would already lead to an effective
harvestable power of 1µW which is mostly enough to power today’s low-power sensor-nodes in
sleep mode and therefore could increase the battery lifetime significantly. The plot above (ideal
charge pump) should provide an outlook about which distances can be achieved if the internal
charge pump would have such a high PCE of 25% over the utilized power range.

5.2 Design considerations in specific use cases

5.2.1 Wireless power transfer: A service in 6G

The sustainability benefits of using EN devices become particularly significant for massive device
deployments. Some 6G use cases, such as electronic labeling, asset tracking, and real-time in-
ventory, will involve a large number of distributed devices [2]. While EN devices can be designed
with low complexity and manufactured at very low cost, the most demanding functional require-
ments will be offloaded to the infrastructure side. To ultimately serve these use cases with EN
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Figure 5.5: EN device architecture operating in the RadioWeaves infrastructure: Unprecedented
power budgets at the device-side demand novel a front-end design with one branch providing a
high sensitivity during the initial access phase and another branch providing optimum efficiencies
at high input powers.

devices requires a radio infrastructure capable of providing WPT as a service.

5.2.2 RadioWeaves: A distributed 6G radio infrastructure

As an example of a 6G radio infrastructure, RadioWeaves consists of distributed antenna arrays
that cooperatively provide hyper-diverse connectivity, computational resources, positioning, and
WPT to connected devices. In this document, we illustrate the benefits of such an infrastructure
for WPT based on the measurements obtained with a single, physically large URA mounted in
a hallway (see Fig. 2.1). An actual RadioWeaves deployment would involve many such arrays,
which would yield an even larger “combined” aperture of the infrastructure techtile.

5.2.3 Energy neutral devices

Battery-less EN devices hold the potential to advance IoT deployments, offering cost-effective
and sustainable solutions on a massive scale. In the REINDEER deliverables D4.1 and D4.2
[12], [48], we demonstrate that physically large apertures operating at sub-10 GHz frequencies
result in unprecedented milliwatt-level power budgets. Advancing future radio infrastructures that
provide these WPT capabilities will require novel device designs that can accommodate these
substantial power budgets.

A state-of-the-art strategy involves designing EN devices to operate with maximum efficiency at
their device sensitivity, which is the minimum input power required for wake-up, thus maximizing
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their initial access distance. Traditionally, the power harvesting efficiency of the front-end de-
grades at higher input powers, posing a challenge for simultaneous efficient operation at both
the device sensitivity and the maximum power budget. We propose a front-end design with two
branches to address this challenge, as illustrated in Fig. 5.5. The lower branch is dedicated to
solving the initial access problem, while the upper one is responsible for harvesting the maxi-
mum power from the focal region once it is established. These branches have different require-
ments, leading to the development of two distinct harvesting strategies named main RF harvester
(MRFH) and auxiliary RF harvester (ARFH), respectively. The ARFH must operate at very low
sensitivities (e.g., down to −25 dBm, typical for RFID tags) with high conversion efficiency to pro-
vide sufficient energy for driving the wake-up signal processing, the baseband processor, and the
modulator. Conversely, the MRFH must operate at high voltages (above 5V) to be able to prop-
erly deliver power levels in the range of 100mW to the storage device in order to efficiently drive
power-consuming functions on the MCU. As a consequence, the ARFH is composed of stages
of concatenated charge pumps [49], and the MRFH is fabricated as a single bridge rectifier us-
ing Schottky diodes to provide minimal forward voltage drop. These contradicting requirements
prohibit the integration of both types of harvesters on a single die in a cost-effective way. The
main contributing factors are the electrostatic discharge (ESD) protection, the maximum tolerable
semiconductor process voltage (usually below 5V), and the utilization of specific transistor types
w.r.t. efficiency versus operational voltage tolerance. Hence, the low-power branch is built as an
integrated solution, while the high-power branch is located off-chip. Both branches are connected
through a dedicated matching network and ESD protection to the antenna.
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Chapter 6

Summary

In Chapter 2, we demonstrated how a RadioWeaves infrastructure enables functional features
such as efficiency, mobility support, robustness, and reliability through learning characteristic
parameters from the environment such as device positions and amplitude models. The Ra-
dioWeaves infrastructure benefits from massive deployments of antennas leveraging beamform-
ing and diversity. In Section 2.1, we show that even a simple geometry-based spherical wavefront
LoS beamformer can outperform a reciprocity beamformer in the linear SNR regime if accu-
rate position information is available, hence we demonstrate that environment-awareness can
increase the beamforming efficiency. We achieve robustness by introducing a channel fusion
method to combine measured CSI and predicted CSI by incorporating the uncertainty of the indi-
vidual type of CSI available. Our method successfully selects (actually a combination) the most
reliable type of CSI, i.e., measured and predicted CSI. Thereby, channel fusion can achieve effi-
ciency in low-SNR scenarios where a geometry-based beamformer may outperform a reciprocity-
based beamformer, and it achieves robustness by relying on measured CSI if the geometry-based
channel model breaks down. In the initial results presented, we addressed the reliability aspect
only in terms of a successful “handover” through measured CSI from RWs with less favorable
channel conditions to RWs with more favorable channel conditions. We will fully develop our
positioning and tracking algorithm which will allow us to demonstrate the potential of mobility
support in a RadioWeaves infrastructure. In future deliverables, we will show how a state-space
model will allow tracking and prediction of EN device positions at arbitrary time steps. Combined
with our geometry-based channel model, we will be able to predict CSI even for devices with high
mobility and achieve robustness by proactively beamforming to their next anticipated positions.

In Section 2.2, we have shown that it is possible to extract the LoS and MPCs amplitudes when
floor plan knowledge is given. The environment has a great influence on the measured channel,
meaning that obstructions, different building materials and diffuse scattering surfaces all introduce
very complex effects into the signal amplitudes. Using the extracted amplitudes, a regression
model for prediction of the channel in the environment was built. For this environment model,
it was necessary to employ data compression algorithms due to the high amount of available
data in massive MIMO systems. We proposed a Fourier-based algorithm to compress these
extracted amplitudes in order to highly reduce the necessary amount of data to be stored in the
environment model. It was possible to achieve low reconstruction errors while keeping the burden
on data storage very low, which would not be the case for other evaluated methods. The Fourier-
based compression strategy also allowed for accurate prediction of CSI. However, continuous
adaption of the environment model was necessary, since the model is only valid in regions where
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measurements are available. Additionally, large parts of the channel were not described by the
SMC and present due to diffuse scatterers in the room. In the context of WPT algorithms, we
used the predicted weights for MRT to show the usefulness of an environment model in other
algorithms.

We proposed a novel transmission scheme to be used in a BiBC setup with multiple reader
and CE antennas in Chapter 3. The transmission scheme first estimates the channel between
the CE (CSP A) and the reader (CSP B), and then uses this estimated channel to beamform
the transmission from CSP A. In this beamforming, we propose to apply a specially designed
projection matrix whose effect is to mitigate the DLI and decrease the required dynamic range
of the reader circuitry. We showed that the dynamic range is significantly decreased by the
introduction of the projection matrix in the beamforming, which in turn enables the use of low-
resolution ADCs which are low-cost and energy-efficient. Furthermore, we derive a detection
algorithm based on a GLRT to detect the symbol/presence of the END at the reader. Joint
usage of the proposed transmission scheme and detection algorithm results in a BiBC system
with improved detection performance. This can be seen as a baseline approach to operate BiBC
systems where both the CE and the reader are equipped with multiple antennas.

In Chapter 4, we established a time-domain model for a SISO bistatic backsactter communication
system using wide-band OFDM signals. From the time-domain model, an algorithm to estimate
the unknown parameters of the backscatter modulation signal was derived which includes in-
herent DLI cancellation. The parameters of the backscatter modulation were used to obtain the
separated wide band CSI of the system using a masked ML approach. The obtained CSI can
be potentially used for enhancement of WPT to a END in a SIMO or MIMO setup, to improve
robustness and data-rates for the backscatter communication with a END or for localization and
tracking of ENDs.

In Chapter 5, we investigate hardware design of the energy harvesting system and focus on
critical aspects such as energy conversion efficiency, harvesting performance, and regulatory
constraints. Despite the challenge posed by degradation in power harvesting efficiency at higher
input powers, our proposed front-end design with two branches presents a promising solution.
By leveraging low sensitivity and high conversion efficiency in one branch, while employing high
voltage operation in the other, we aim to ensure efficient energy provision for initial access and
drive microcontroller units (MCUs).
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Appendix A

Channel prediction and fusion

This appendix contains derivations for Section 2.1.

A.1 Jacobian: Channel prediction uncertainty

To compute the Jacobian Jk = ∂h̃k

∂ηT
p

from (2.23) on page 14, we make the Assumption A3 (i.e.,

an approximation) that the sensitivities ∂
√
G/∂pk ≈ 0, since the phase-term (complex exponen-

tial) in the channel [h̃k]m is most sensitive about the position pk (see below for an explanation).
Futhermore, since our PF does not cover a distribution of γk,m, we compute the Jacobian [Jk]m
solely through the position pk, hence its number of rows reduces to Dp = 3.

We apply the chain rule to expand

[Jk]:,m =
∂[h̃k]m
∂pT

k

∈ C1×Dp into

=

[
∂r(x)

k,m

∂pk︸ ︷︷ ︸
III

∂dk,m

∂r(x)

k,m︸ ︷︷ ︸
II

+
∂r(y)

k,m

∂pk︸ ︷︷ ︸
III

∂dk,m

∂r(y)

k,m︸ ︷︷ ︸
II

+
∂r(z)

k,m

∂pk︸ ︷︷ ︸
III

∂dk,m

∂r(z)

k,m︸ ︷︷ ︸
II

]
∂[h̃k]m
∂dk,m︸ ︷︷ ︸
:= I

, (A.1)

where, for the forward problem (i.e., channel prediction), we use rk,m = pg
m−pk = [r(x)

k,m, r
(y)

k,m, r
(z)

k,m]
T

to define the vectorial distance from the mirror EN device at position pk (the dependence on time
step n omitted for notational brevity) to an antenna m at a position pg

m = pa
m + pRW

ns
in global

coordinates (the dependence on ns omitted for notational brevity). We have the scalar distance
dk,m = ∥rk,m∥ and pk = [p(k)

x , p(k)
y , p(k)

z ]T.

Using the channel model in (2.2) expressed for a particular frequency f of interest, we get

[h̃k]m =
√
Gr

√
Gt

λ

4πdk,m
γk,m gpol

k,m e−j 2π
c
f dk,m . (A.2)
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Under Assumption A3 , we have

I =
∂[h̃k]m
∂dk,m

(A.3)

A3

≈ −
(

1

dk,m︸︷︷︸
:= t1

+j
2π

c
f

︸︷︷︸
:= t2

)
[h̃k]m , (A.4)

where we can readily observe that the term t2 ≈ 115/m (at f = 5.5GHz), proportional to the
sensitivity of the channel phase w.r.t. the position, is usually much larger than the sensitivity term
t2 < 1/m of the path loss w.r.t. the position. The same would hold for the transmit and receive
gain pattern Gt and Gr, as well as the reflection coefficients γk,m.

Given that

dk,m = f(rk,m) = ∥rk,m∥ =
(
r(x)

k,m

2
, r(y)

k,m

2
, r(z)

k,m

2
) 1

2
, (A.5)

and using i, j ∈ {x, y, z} we compute

II :
∂dk,m

∂r(i)

k,m

=
r(i)

k,m

∥rk,m∥
, (A.6)

which, for all components i, amounts to a unit vector in the direction of rk,m.

When dealing with mirror device positions (i.e., k > 1), for computing III , the vectorial distance
rk,m could be decomposed into terms depending on the physical device position and into terms
independent of the physical device position. Using (2.5), any point in global Cartesian coordinates
can be mirrored across an infinite planar surface defined through an arbitrary point on the surface
pw
k and a unit-vector nw

k normal to its surface. Hence, mirror device positions {pk|k > 1} can be
computed from the physical device position p1 using

pk = p1 − 2
(
(p1 − pw

k)
T nw

k

)

︸ ︷︷ ︸
=l

nw
k , (A.7)

and further we have

rk,m = pg
m − pk (A.8)

= pg
m − p1 + 2

(
(p1 − pw

k)
T nw

k

)
nw

k . (A.9)

Interestingly, if we were to compute the sensitivity of the channel on the physical device position p1

using (A.9), it turns out that the Jacobian involves the Householder matrix from (2.6) which would
mirror the uncertainty about the “virtual device” position (in corresponding virtual coordinates)
back into global coordinates. In this work, however, we are interested in propagating the position
uncertainty of a virtual mirror device to the channel-domain using (A.8) which is simply

III :
∂r(i)

k,m

∂p(j)

k

=

{
−1 i = j

0 else.
(A.10)
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We compute the (3 × M) Jacobian from (A.1) by inserting (A.4), (A.6), and (A.10) and hence
compute the sensitivity of the channel elements m on the position pk as

[Jk]:,m =




∂r
(x)
k,m

∂p
(x)
k

∂dk,m
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k,m

∂p
(y)
k

∂dk,m

∂r
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k,m

∂r
(z)
k,m

∂p
(z)
k

∂dk,m

∂r
(z)
k,m




∂[h̃k]m
∂dk,m

∈ C1×3 (A.11)

=

[
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III

rk,m
∥rk,m∥︸ ︷︷ ︸

II

]
∂[h̃k]m
∂dk,m︸ ︷︷ ︸

I

(A.12)

A3

≈ rk,m
∥rk,m∥

( 1

dk,m
+ j

2π

c
f
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= 2π

λ

)
[h̃k]m , (A.13)

which is used in (2.23) to compute the Jacobian Jk that allows to propagate the uncertainty Ĉ(k)
ηp

from the position domain to the uncertainty Ĉ(k)
p in the channel domain.
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Appendix B

BiBC

B.1 Proof of Proposition 1

Since ΨΨH = αdIM , the following two minimization problems are equivalent:

argmin
GAB

||Yj − GABPsΨ||2 = argmin
GAB

||Y2,j −
√
αdGABPs||2. (B.1)

To prove that, we first express

||Yj − GABPsΨ||2 = ||Yj||2 + ||GABPsΨ||2 − 2Re{Tr{YjΨ
HPsGH

AB}}, (B.2a)

||Y2,j −
√
αdGABPs||2 = ||YjΨ

H/
√
αd −

√
αdGABPs||2

=
||YjΨ

H ||2
αd

+ αd||GABPs||2 − 2Re{Tr{YjΨ
HPsGH

AB}}. (B.2b)

Therefore,
||Yj − GABPsΨ||2 = ||Y2,j −

√
αdGABPs||2 + c, (B.3)

where c = ||Yj||2 − ||YjΨ
H ||2/αd depends on Yj and ΨH , but not on GAB, and hence does not

effect the minimizer in Eq. (B.1). We can also apply the same calculation to ||Yp
j − GBAΦ||2 and

||Y1,j −√αpGAB||2 since ΦΦH = αpIN .

In addition, one can show that the elements of Φ∗(Wp
j)

T/
√
αp and WjΨ

H/
√
αd matrices are i.i.d.

CN (0, 1). Therefore, the problems in Eqs. (3.19b) and (3.19c) are equivalent.

B.2 Estimation of unknown parameters

When PanB does not know the received signal in P1, the hypothesis test becomes

H0 : Yj = GABPsΨ+ Wj

H1 : Yj = GABPsΨ+ γjgCBgT
ACPsΨ+ Wj,

(B.4)

where j ∈ Sd.
The GLRT to detect the symbol/presence of the BD is as follows:

max
HDL,HBL

∏
j∈Sd

p (Yj | H1,HDL,HBL, γj)

max
HDL

∏
j∈Sd

p (Yj | H0,HDL)

H1

≷
H0

η, (B.5)
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where
HDL = GABPs (B.6)

is an N ×M matrix.

Under H0, GAB is the unknown parameter, but the estimate of GAB is not unique because Ps is
not a full-rank matrix. We require, however, only an estimate of HDL = GABPs, rather than of
GAB, to find the maximum of the denominator in Eq. (B.5).

We express the scaled projection matrix as

Ps = ΛP = ΛQQH . (B.7)

To estimate HDL, we first estimate GABQ as follows:

ĜABQ = arg max
GABQ

∏

j∈Sd

p (Yj | H0,HDL) (B.8a)

= arg min
GABQ

∑

j∈Sd

||Yj − ΛGABQQHΨ||2 (B.8b)

= arg min
GABQ

∑

j∈Sd

(
||Yj||2 + ||ΛGABQQHΨ||2 − 2Re{Tr{ΛΨHQQHGH

ABYj}}
)

(B.8c)

= arg min
GABQ

∑

j∈Sd

(
Tr{Λ2GABQQHΨΨHQQHGH

AB} − 2Re{Tr{ΛYjΨ
HQQHGH

AB}}
)

(B.8d)

= arg min
GABQ

∑

j∈Sd

(
Λ2αd||GABQ||2 − 2Re{Tr{ΛYjΨ

HQQHGH
AB}}

)
(B.8e)

= arg min
GABQ

{
Jd||GABQ||2 − 2

∑

j∈Sd

Re{Tr{ΛYjΨ
HQQHGH

AB}}
Λ2αd

}
(B.8f)

= arg min
GABQ

∥∥∥∥∥GABQ−
∑

j∈Sd
YjΨ

HQ

JdΛαd

∥∥∥∥∥

2

(B.8g)

=
1

JdΛαd

∑

j∈Sd

YjΨ
HQ. (B.8h)

We need to estimate HDL = GABPs = ΛGABQQH subject to HH
DL ∈ C(P) under H0. Using Eq.

(B.8h), the estimate of HDL that maximizes the denominator in the GLRT is given by

Ĥ
H0

DL = ĜABPs = ΛĜABQQH =
1

Jdαd

∑

j∈Sd

YjΨ
HP, (B.9)

where (Ĥ
H0

DL)
H lies in C(P).

The estimate of HDL under H1 needs to be calculated similar to Eqs. (B.8) and (B.9) with small
modifications. The estimation algorithm for HBL in Section 3.4.2.2 can be directly used.
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