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Executive Summary

This deliverable reports on studies of signal processing and hardware design aspects that facili-
tate the achievable gains of a RadioWeaves infrastructure in the context of wireless power trans-
fer (WPT). We investigate the benefits and challenges of exploiting spatial diversity to achieve
efficient WPT and robust communication. Further, we address efficiency gains possibly achiev-
able through frequency diversity, by exploiting high-peak-to-average power ratio (PAPR) wave-
forms. Based on measurements and real hardware implementations, our findings confirm the
potential of environment-aware beamforming and the unprecedented WPT efficiency gains of a
RadioWeaves infrastructure envisioned by the REINDEER consortium.

While a RadioWeaves infrastructure bears great potential for WPT, and particularly w.r.t. the in-
teraction with energy neutral (EN) devices, there are challenges to be overcome to make use of
this potential and leverage the available gains. We demonstrate how the environment awareness
of RadioWeaves can aid in geometry-based beamforming to solve the initial access problem. We
verify that physically large, or distributed radio infrastructures operating at sub-10GHz achieve the
gains predicted in the REINDEER deliverable D4.1 [1]. By means of synthetic aperture measure-
ments, we show that a RadioWeaves infrastructure can lift the receivable power at the device side
from the microwatt to the milliwatt range while transmitting over distances greater than 10m. The
apertures being physically large or distributed aid in regulatory-compliant beamforming and these
outstanding efficiencies, as envisioned in [1]. We highlight the value of both measured channel
state information (CSI), and CSI predicted based on a geometric channel model, which hints at
the synergies of positioning and environment awareness with geometry-based beamforming to
establish robust and energy-efficient radio links. We compare both types of CSI and show a first
method of combining their information in a closed-loop approach. As a byproduct of our analysis,
we find the fundamental performance limits of a reciprocity-based beamformer subject to imper-
fect CSI and the limits of random beamforming, also known as opportunistic beamforming. We
compare a range of geometry-based beamformers with a reciprocity-based beamformer. For a
bistatic backscatter communication setup, we further introduce a beamforming scheme for direct-
link interference suppression. Decreasing the necessary dynamic range of the infrastructure and
increasing the detection performance of EN devices, we implicitly address the energy efficiency
ambitions of RadioWeaves.

Waveform design and exploiting frequency diversity have recently attracted significant research
interest. Factoring in losses incurring due to broadband matching and increased hardware com-
plexity, we demonstrate that efficiency gains are not always achievable. To evaluate how the end-
to-end efficiency of a WPT system unfolds in a real implementation, the REINDEER consortium
goes a step further and presents a prototype of an energy harvesting (EH) device. Evaluations
on this new hardware platform will be addressed in the REINDEER deliverable D4.3 [2], together
with algorithms leveraging synergies of environment-aware infrastructures with more efficiency.
D4.3 marks the final deliverable of WP4 and will show concluding results of the consortium w.r.t.
providing WPT as a service of a RadioWeaves infrastructure.
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Chapter 1

Introduction

A RadioWeaves infrastructure leverages geometric environment information to provide services,
such as ultra-reliable communication, positioning, and wireless power transfer (WPT). Paired with
the operation of (batteryless) energy neutral (EN) devices, it enables massive yet sustainable
deployments of connected devices for the Internet of Things (IoT). Outstanding efficiencies are
achieved by coherently focusing radio waves from many distributed antennas to the position of an
EN device. We demonstrate that the achievable gains of physically large apertures operating at
sub-10GHz can lift the receivable power at the device side from the microwatt to the milliwatt range
while transmitting over distances greater than 10 meters. Beamforming methods accomplishing
this task commonly rely on measured channel state information (CSI), which is not available
for the initial access to the device. We found that geometric models of wireless propagation
channels allow to predict CSI and beamform power to spatial locations solely based on geometric
information. Combined with its capability of positioning EN devices, geometric information aids a
RadioWeaves infrastructure in leveraging unprecedented array gains, ultimately turning massive,
sustainable, and cost-effective IoT deployments into reality.

This document reports on studies regarding many signal processing aspects that facilitate the
achievable gains of a RadioWeaves infrastructure: In Section 2.1, we analyze geometry-based
beamformers that predict CSI based on geometric environment information. We evaluate their
performances on synthetic array measurements and compare them against a measurement-
based beamformer subject to noisy CSI.
Section 2.2 shows an exemplary implementation of a closed-loop approach, which unites the two
types of CSI: It uses measured CSI (i.e., channels estimated from a received pilot sequence) to
infer the position of an EN device on the uplink. It subsequently predicts CSI using a geometry-
based channel model based on the inferred position of the EN device.
The REINDEER consortium envisions massive deployments of batteryless EN devices that op-
erate energy-efficiently using backscatter communication. Backscattered signals from EN de-
vices have a very low amplitude compared with the carrier signal (i.e., the direct link interfer-
ence between two RadioWeaves) they are modulating. This in turn necessitates high-resolution
analog-to-digital converters (ADCs) that provide the necessary dynamic range to detect these
backscattered signals buried in a dominant carrier. In Chapter 3, we present a novel algorithm
that computes beamforming weights that project the direct link signal into the nullspace of the
receiver and thereby decreases the necessary dynamic range (and power consumption of the
infrastructure) and increases the detection performance of EN devices.
Diversity is what enables most of the promising features of a RadioWeaves infrastructure. While
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beamforming exploits spatial diversity to achieve high constructive interference, i.e., array gains,
or destructive interference, i.e., cancellation, through beamforming, recent literature indicates that
frequency diversity may be exploited to overcome and even benefit from the nonlinear behavior
of the frontends of EN devices. In Chapter 4, we investigate the achievable efficiency gains at the
frontend in the context of RadioWeaves. This is done by means of both simulation of a simplified
circuit and measurement of a state-of-the-art energy harvesting (EH) chip.
As a final step, after analyzing the performance of a state-of-the-art EH chip, we design a demon-
strator of an EH device in Chapter 5 and discuss the challenges that come along: An optimal
transceiver system design that minimizes parasitic losses, exhibits broad matching, behaves
more robustly against detuning, and finds the optimal trade-off between power consumption and
data rate. We demonstrate a method of directly matching the EH circuit to the antenna and
thereby omitting a lossy matching network, which results both in an efficient design and a small
form factor.

Relations to other REIDNEER deliverables: This deliverables presents measurement-based vali-
dation of concepts and potential forecasted in the REINDEER deliverables D2.1 [3] and D4.1 [1].
The measurements conducted also constitute a validation of some channel modeling aspects
discussed in D2.1 [3]. Aspects regarding positioning, and exploiting position-related information
as well as synchronization will be found in D3.3 [4]. Particularly the analysis of the reciprocity-
based beamformer subject to noisy CSI estimates in Section 2.1.2 is strongly related to a system
suffering from imperfect phase synchronization, as discussed in D2.3 [5, Section 4.1.2].

REINDEER D4.2 Page 2 of 48
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Chapter 2

Signal processing for beamforming,
channel estimation and positioning

We investigate signal processing techniques for beamforming in the application context of WPT.
Particularly, we introduce beamforming concepts on the downlink by means of precoding weights
for phased arrays. We do this while keeping in mind that the radio channels are reciprocal1 and
the precoding techniques also apply to the uplink.

There exist several downlink precoding schemes for multiple-input multiple-output (MIMO) sytems
like maximum ratio transmission (MRT), zero-forcing (ZF), or minimum mean square error (MMSE)2

[3], [7]. Each of them is designed to achieve a specific goal (e.g., power-optimal transmission,
inter-user interference mitigation, and receiver noise suppression). They all have in common that
they require CSI to compute precoding weights w. Applying a precoding method will result in
beamforming, i.e., the coherent summation of transmitted waves (on the downlink) in a beam or
focal point, depending on the extent of the apertures and operating distances involved. Precoding
using measured CSI based on uplink pilots will result in reciprocity-based3 beamforming. That is,
precoding weights w for the downlink are computed from a channel estimate ĥ, estimated from
a received pilot sequence in the uplink, and inherently exploiting the reciprocity property of radio
channels (see Appendix B).

We show how geometric environment information can be leveraged to predict CSI (without having
measured CSI available) and thus performing geometry-based beamforming. This is of partic-
ular interest for the initial access to EN devices, before an EN device is able to transmit a pilot
sequence and thus measurement-based channel state estimation is not possible. The quality
of predicted CSI depends on the accuracy of the modeled channels, where imperfect CSI mani-
fests in power losses. We evaluate how well our geometry-based channel model derived in [8] is
capable of predicting CSI for WPT.

As a byproduct of our analysis, we find the fundamental limits of random beamforming, sometimes
also termed opportunistic beamforming [9], a method applicable when no CSI is available (as
demonstrated in [10]) or lacks some crucial CSI like phase information (as demonstrated in [5]).

1In our analysis we consider radio channels between the antennas of a contact service point (CSP) and an EN
device. Possibly non-reciprocal parts of their frontends are not considered in this analysis.

2Sometimes also referred to as “regularized” ZF [6].
3Although geometry-based beamforming likewise exploits the reciprocity-property of radio channels, the term

reciprocity-based will denote beamforming based on measured CSI for the remainder of this document.
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The remainder of this chapter is structured as follows. In [10] we introduce geometry-based
beamformers, which we summarize in Section 2.1.1. In Section 2.1.2 we compare these geometry-
based beamformers with a measurement-based beamformer depending on the quality of mea-
sured CSI available. The evaluation is based on synthetic array measurements acquired with a
vector network analyzer (VNA). Section 2.1.3 shows how the geometry-based beamformers per-
form at solving the initial access problem in a real-life scenario. Section 2.2 shows an exemplary
implementation of a closed-loop approach, which unites the two types of CSI: It uses measured
CSI (i.e., channels estimated from a received pilot sequence) to infer the position of an EN device
on the uplink. It subsequently predicts CSI using a geometry-based channel model based on the
inferred position of the EN device.
Notations: For the remainder of this deliverable, lowercase bold letters x will be used to denote
vectors, while uppercase bold letters X denote matrices. Further, [x]i denotes the ith element
of vector x, and [X]i,j denotes the element of row i and column j in matrix X. We use xT and
xH to denote the transpose and Hermitian transpose of x, respectively. The p-norm of vector x
is denoted as ∥x∥p, while we omit the subscript notation for the Euclidean norm, i.e., ∥x∥ given
p = 2.

2.1 Geometry-based channel prediction for WPT

We model a multiple-input single-output (MISO) system, aiming to transmit power wirelessly from
the RadioWeave (RW) infrastructure, to a single EN device. We assume a narrowband frequency-
flat fading channel h ∈ CL×1 that models the transmission coefficients, i.e., scattering parameters
(S-parameters), from each transmit antenna ℓ ∈ {1, . . . , L} to the receiving antenna of the EN
device. The RW transmits an overall power Pt distributed via the weights w ∈ CL×1 via its
antennas, where ∥w∥ = 1. The EN device receives a complex baseband amplitude, i.e., a
phasor,

y = hTw
√

Pt + n (2.1)

where we assume that the power of the noise n (i.e., for ambient energy harvesting) is negligible
when compared to intentional WPT. Consequently, the radio frequency (RF)-RF transmission
efficiency is

Pr

Pt

=
|y|2
Pt

≈
∣∣hTw

∣∣2 = PG (2.2)

where Pr = |y|2 is the power received by the EN device and PG denotes the “effective” MISO
path gain including the antenna gains, polarization gain, and array gain according to the definition
in [1, eq. (2.4)].

A beamforming method aims to choose the optimum weights that maximize the path gain in (2.2).
These power-optimal weights are well-known to be computed through MRT as

w =
h∗

∥h∥ (2.3)

which demands knowledge of the channel vector h. For the initial access to an EN device, i.e.,
before the initial wake-up and reception of a backscattered signal, this CSI is unknown and the
weights w cannot be computed through (2.3).
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The challenge of the initial access procedure is to deliver power to an EN device that exceeds
its sensitivity limit Pr,min, i.e., its minimum wake-up power, given that neither the channel vector
h, nor the device position p are known. Having a calibrated4 array with known antenna positions
p
(ℓ)
RW, beamforming weights can be computed based on a geometry-based channel model h̃(p).

To compensate for the a priori unknown EN device position p, a common strategy is to perform an
exhaustive search, also known as beam sweeping. After a successful wakeup of an EN device, it
can transmit its first signal. CSI can be estimated at the RW and the channel estimate ĥ can be
used to conduct reciprocity-based MRT.

2.1.1 Geometry-based beamformers

We introduce geometry-based beamformers, which compute the beamforming weights wPW for
a planar wavefront (PW), and wSW for a spherical wavefront (SW). Both work with the vecto-
rial distances rℓ = p − p

(ℓ)
RW from each transmit antenna ℓ of the RW to an arbitrary point p in

space. When the position of an EN device pEN is known, these weights can be used to con-
duct beamforming without measured CSI available, i.e., by computing the weights per specular
multipath component (SMC) from the known geometry. In the initial access procedure, however,
both measured CSI and the positions of EN devices are unknown. Thus, the two-dimensional or
three-dimensional parameter spaces of the respective beamformer have to be searched through
beam sweeping.

In the following, we derive the beamforming weights w through MRT on a modeled geometry-
based channel h̃ using (2.3). Deviations from the “true” channel manifest as power losses, such
that geometry-based beamformers based on more detailed channel models perform more ef-
ficiently. The same holds for a reciprocity-based beamformer, which has an efficiency that is
dependent on the quality of the estimated CSI. We derive its expected efficiency, i.e., its path
gain, as a function of the quality of CSI analytically in the appendix of [10] and we compare its
performance with our geometry-based beamformers in Section 2.1.2.

2.1.1.1 Planar wavefront beamformer

The PW beamformer computes weights wPW that cause the RW to transmit planar wavefronts
towards the targeted angular direction [θ φ]T, where θ and φ are the look angles in local spherical
coordinates of the RW pointing from its center of gravity pRW to the EN device position p. The
spherical coordinates translate to the wave vector defined as [11, p.43]

k =

kxky
kz

 = k0

sin θ cosφsin θ sinφ
cos θ

 ∈ R3×1 , (2.4)

with k0 = 2π
λ

denoting the spatial angular frequency. With the array layout captured in PRW =[
p
(1)
RW . . . p

(L)
RW

]
∈ R3×L, the PW beamforming weights can be computed as

wPW =
h̃∗

PW

∥h̃PW∥
with

[
h̃PW

]
ℓ
= ejp

(ℓ)T
RW k . (2.5)

4We consider the linear error network before the antennas as characterized and compensated for, i.e., we can
coherently control the phasors at the phase centers of the antennas.
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2.1.1.2 Spherical wavefront LoS beamformer

A SW beamformer computes weights wSW that cause the RW to transmit spherical wavefronts to-
wards the three-dimensional position p. It projects the distances rℓ onto wave vectors kℓ defined
w.r.t. the phase center of each antenna ℓ. Consequently, the SW line-of-sight (LoS) beamformer
weights are given by

wSW =
h̃∗

SW

∥h̃SW∥
with

[
h̃SW

]
ℓ
= e−jrT

ℓ kℓ = e−jk0 ∥rℓ∥ , (2.6)

essentially modeling the phase shifts due to the distances ∥rℓ∥ traveled from each antenna ℓ to
the EN device.

2.1.1.3 Spherical Wavefront SMC Beamformer

Our most sophisticated geometry-based beamformer is the SMC SW beamformer. It is based
on the geometry-based channel model in Appendix A, which corresponds to the channel model
introduced in the REINDEER deliverable D1.2 [8], but formulated for a MISO system and omitting
diffuse multipath (DM) in this investigation. It takes gain patterns of the used antennas into
account, as well as image sources up to the 1st order. Consequently, it computes beamforming
weights from

h̃SMC =
K∑
k=1

hk(p) , (2.7)

with hk(p) denoting the channel vectors for every SMC k ∈ {1 . . . k} from the model in (A.2).
This establishes a simultaneous multibeam transmission, exploiting reflections from the walls
and the floor. Therefore, it needs a geometric environment model to compute the K virtual mirror
sources of the RW. Uncertainties in the environment model affect the locations of SMC beams
and their phases at the intended focal point position p. The impact of the latter may be quite
severe, since unaligned phases of SMC beams may even interfere destructively at p. Possibly
unknown phase shifts incurring due to specular reflections may also cause this effect. During the
initial access phase, we propose to use a scheme of varying SMC beam phases to compensate
for these possibly unknown phases, either randomly as proposed in [12], or by iterating through
a predefined codebook. The objective is to find optimal phase shifts φ̃k for alternative weights

w̃SMC =

∑K
k=1wk e

j φ̃k

∥∑K
k=1wk ej φ̃k∥

with wk =
h∗

k

∥hk∥
(2.8)

attempting to solve the optimization problem

φ̃ =

 φ̃1
...

φ̃K

 = argmax
φ2 ... φK

∣∣∣∣∣
K∑
k=1

hT wk e
j φk

∣∣∣∣∣
2

, (2.9)

which optimizes the path gain and thus the received power at the EN device. Due to the fact that
the “true” channel h is generally unknown and measured CSI ĥ is unavailable in the initial access
phase, (2.9) can only be solved approximately, e.g., by random search or possibly through a grid
search. After the initial wake-up of the EN device, feedback about the received power Pr may

REINDEER D4.2 Page 6 of 48



D4.2 - Design of signalling schemes, protocols, and algorithms
for energy-neutral devices

become available and (2.9) can be solved efficiently. Note that the number of beam phases to be
optimized is K − 1, i.e., the phase of one beam (e.g., the LoS beam, s.t. φ̃1 = 0) can be kept
constant and all other beam phases are optimized.

Furthermore, a geometric environment model may not provide information on the reflection coeffi-
cients of surfaces dependent on their electromagnetic properties. A similar optimization approach
can be followed to compensate for possibly unknown reflection coefficients γk. The objective is
to find optimal reflection coefficients γ̃k that optimize

γ̃ =

 γ̃1...
γ̃K

 = argmax
γ2 ... γK

∣∣∣∣∣
∑K

k=1 h
H
k (γk)

∥∑K
k=1 h

H
k (γk)∥

h

∣∣∣∣∣
2

, (2.10)

where the optimal phase shifts ej φ̃k in (2.8) can be applied to the vectors hH
k before comput-

ing (2.10). Although less crucial than the optimization of SMC beam phases, this optimization
allows the beamformer to vary the power directed into each beam and thus pronounce strong
links and attenuate weak links.

2.1.1.4 Reciprocity-based beamformer

Only after an EN device has been woken up successfully for the first time, CSI can be obtained
from a backscattered signal. We assume to acquire a noisy channel estimate

ĥ = h+ nh (2.11)

with the i.i.d. circular Gaussian noise samples [nh]ℓ ∼ CN (0, σ2
h). The efficiency of a reciprocity-

based beamformer depends on the quality of the acquired CSI [13]. To express the quality of our
channel estimate ĥ, we define the channel signal-to-noise ratio (SNR) as

SNR =
Pch

Pn

, where (2.12)

Pch =
1

L
∥h∥2 ≈ PGSISO (2.13)

is the channel power (which is actually an efficiency) and Pn = σ2
h is the channel noise vari-

ance. The efficiency of the reciprocity-based beamformer versus channel SNR is derived in the
appendix of [10] and performance assessments of all introduced beamformers are conducted in
the following section.

2.1.2 Comparison of measured and predicted CSI

We use a synthetic array measurement testbed described in [8] to acquire channel vectors in
a real-life scenario and subsequently evaluate the performance of the beamformers introduced
in Section 2.1.1 on the measured data. A Rohde & Schwarz ZVA24 VNA is used in a two-port
configuration to measure the transmission coefficient S21,ℓ ≜ [h]ℓ between a transmit antenna
ℓ connected to Port 1 and a receiving antenna connected to Port 2. The transmit antenna is
attached to a large mechanical positioner which forms a synthetic array, i.e., we consecutively
measure the channel entries [h]ℓ at desired positions p

(ℓ)
RW parallel to the yz-plane (cf., the direct

path in Fig. 2.1). We employ two cross exponentially tapered slot (XETS) antennas [14] which are
ultrawideband (UWB) antennas but we only evaluate channels at a frequency f = 3.8GHz in this
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Figure 2.1: The measurement scenario: A long hallway with concrete walls. A large RW is
indicated on the right side (positive x-direction) along with its virtual mirror sources centered
around positions pRW,1. The two measurement positions p

(1)
EN and p

(2)
EN of hypothetical EN devices

are indicated on the left side.

study. The antennas were characterized in an anechoic chamber, such that we have knowledge
of their gain patterns G(θ, φ). The measurement scenario5 depicted in Fig. 2.1 is a long hallway
where the synthetic RW is mounted on a bridge between two concrete walls. Measurement and
scenario specific parameters are summarized in Table 2.1. The RW has a total of Ly × Lz =
40× 25 antennas and forms a physical aperture of ly × lz = (2.24× 1.38)m2. We choose the two
sidewalls and the floor as representative SMCs and use the corresponding K = 4 mirror sources
including the LoS for predicting channels with the SW SMC beamformer from Section 2.1.1.1. The
process of mirroring of the RW across walls is described in the appendix of [10]. The receiving
antenna is moved by another mechanical positioner in a 3

8
λ-spaced grid within the xy-plane to

capture the spatial distribution of power around one antenna position chosen as hypothetical EN
device. The measurements are conducted at two positions p

(1)
EN and p

(2)
EN in the hallway, where

the latter is less favorable for beamforming but more relevant from a practical perspective due a
metal shelf behind it, which is filled with water bottles and has a reflective metal grid mounted on
its backside facing the negative x-direction. The measurement positions are located at distances
∥r(1)∥ ≈ 12.3m and ∥r(2)∥ ≈ 11.1m from the center of gravity of the RW.

We assume that our measured channels [h]ℓ are the “true”6 channels given that we have a rea-
sonably high measurement SNR. We compute separate weights wk as defined in (2.8) to analyze
the path gain PGk for each of the K SMC beams. We apply these weights on the measured
channel vector h and compute the achievable path gain for every SMC beam through MRT. The
individual power budgets PGk = |hTwk|2 for each of these beams at measurement position p

(1)
EN

are indicated in Table 2.2. The SMC k = 2 corresponds to the image source from the floor, k = 3
to the reflection in the negative y-direction and k = 4 to the reflection in positive y-direction. With
PG1 ≈ −33.4 dB, the LoS is the strongest of the analyzed components and closely followed by
PG3 ≈ −36.6 dB which is a quite strong component, given that it suffers reflection losses at the

5A more comprehensive documentation of the measurement scenario and the measurement testbed can be found
in [8].

6We make this assumption knowing that the “true” value of a measurand is generally unknown and our corrected
measurement result is merely its best estimate [15].
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Table 2.1: List of Measurement Parameters

Variable Symbol Unit Value
Carrier frequency f GHz 3.8
RW (width × height) ly × lz m2 2.24× 1.38

RW position pRW m [15.4,−2.6, 3.6]T

EN device position 1 p
(1)
EN m [3.5,−2, 1]T

EN device position 2 p
(2)
EN m [4.7,−1.1, 1.1]T

No. of TX antennas Ly × Lz - 40× 25
RW antenna spacing ∆y,∆z cm 5.7
No. of RX samples LEN

x × LEN
y - 8× 8

RX sample spacing ∆EN
x ,∆EN

y m 3
8
λ

Table 2.2: SMC Power Budgets and Optimized Parameters

Variable Symbol Unit Values
No. SMC k - 1 2 3 4
Path gain PGk dB −33.4 −52.7 −36.6 −49.0
Refl. coeff. γ̃k dB 0 −43.32 −2.28 −4.8
Phase shift φ̃k

◦ 0 118 182 212

wall, longer distances to the EN device, and lower antenna gains. Component k = 4 is compara-
bly weak, because of the limited visibility of the wall: only 141 out of the L = 1000 RW antennas
of SMC 4 are visible from the EN device due to the limited extent of the respective wall, while all
L antennas of SMC k = 3 are visible. Furthermore, the optimization problems in (2.9) and (2.10)
have been solved numerically to compute the optimum phase shifts φ̃k and reflection coefficients
γ̃k. After the optimization, we get a modeled reflection coefficient of γ̃3 = −2.28 dB.

Due to the fact that the power-optimal weights are found by computing them through the assumed
“true” channel h, this optimized value would correspond closely to the “true” reflection coefficients
of the walls, if the other channel parameters were known sufficiently well. The optimized reflection
coefficient γ̃4 = −4.8 dB may therefore be a result of mismodeling, since we neglect diffraction
effects in our visibility model and most of the visible part of the respective image source is located
at the edge of the wall it is mirrored across.

From Table 2.2 it is evident that component k = 2 is particularly weak, i.e., PG2 is small compared
to the other beams. Reflection coefficients of reflections at specular surfaces depend on the in-
cidence angle of the waves and the electromagnetic parameters of the materials they are made
of, particularly the relative permittivity of the concrete walls in our scenario. It is worth noting that
the transmit and receive antennas of our synthetic array measurement testbed have polarization
vectors ρ aligned in parallel with the z-axis which are thus parallel to the normal vector of the
floor. The reflection coefficient for such arrangements is described by [16, eq. (4-125)], which
yields low values for typical relative permittivities of concrete (e.g., ϵr ≈ 6 [17]) and is generally
unfavorable when compared to waves polarized orthogonal to the normal vector of specular sur-
faces. Polarization-dependent reflection coefficients, however, are not regarded in our channel
model, thus the optimized value of γ̃2 corresponds to the unfavorable polarization plane of our
antennas w.r.t. the floor.

We compare the beamformers introduced in Section 2.1.1 by means of their efficiencies, i.e.,
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Figure 2.2: Comparison of the beamformers introduced in Section 2.1.1 when applied on a mea-
sured channel vector h at p(1)

EN. The reciprocity-based beamformer is evaluated by means of an
Monte Carlo analysis (i.e., PGMC) and the analytical closed-form expression in (2.14) (i.e., PGR)
with the respective SNR regimes in (2.15).

evaluating their achieved PG in (2.2) with geometry-based channel vectors h̃ generated with
the “true” EN device position pEN. We further investigate the efficiency of a reciprocity-based
beamformer as a function of the quality of its CSI. Mishra and Larsson [13] have demonstrated
that the PG reduces with imperfect CSI. Through our definition of the channel SNR in (2.12), we
can find an approximate expression for the expected efficiency of a reciprocity-based beamformer

PGR = E


∣∣∣∣∣ĥHh

∥ĥ∥

∣∣∣∣∣
2
 ≈ SNR

1 + SNR
(LPch + Pn) (2.14)

≈


Pch, SNR < 1/L . . . low SNR regime
LPch SNR, 1/L < SNR < 1 . . . linear regime
LPch, SNR > 1 . . . high SNR regime

(2.15)

which is derived in the appendix of [10].

Fig. 2.2 shows the performance comparison of all introduced beamformers evaluated on the mea-
sured channel at p(1)

EN, which is assumed to be the “true” channel, i.e., perfect CSI. The analytical
expression for the efficiency of the reciprocity-based beamformer in (2.14) is compared against
a Monte Carlo (MC) analysis with M = 105 realizations of (2.11), denoted PGMC, where both
curves show good correspondence. Furthermore, the standard deviation σ is evaluated both by
means of the Monte Carlo (MC) analysis and the analytical result given in the appendix of [10]
(valid for low SNRs). The indicated SNR regimes are defined in (2.15).
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In the low SNR regime, the expected efficiency of the reciprocity-based beamformer is approxi-
mately equal to the path gain PGSISO of an equivalent single-input single-output (SISO) system.
However, through “random beamforming” corresponding to ĥ = nh, an efficiency improvement
of up to 6 dB is achievable within the 3σ-interval in Fig. 2.2 (capturing approx. 98% of the path
gain realizations7). The 6 dB gain results from σ ≈ Pch ≈ PGSISO in the low SNR regime (see the
appendix of [10]), and thus PGR+3σ ≈ 4PGSISO, which is achievable irrespective of the number
of antennas L. That is, even if using only e.g. 10% of the L = 1000 transmit antennas, this 6 dB
gain is still achievable, although the maximum achievable array gain (corresponding to the num-
ber of antennas used) reduces by 90%. This highlights that “random beamforming” beamforming
gets increasingly inferior to e.g. geometry-based beamformers for massively increasing numbers
of antennas (as will be shown below). The path gain will exceed this expected efficiency by more
than 6 dB in less than 2% of the realizations, thus targeting higher gains will be practically unrea-
sonable for most applications due to the large number of random weight realizations needed. The
amplitude |y| is Rayleigh-distributed in this regime and the path gain is chi-squared distributed.

As the SNR increases, PGR enters a regime of linear increase with the SNR, where both the
amplitudes |y| and the path gain are normally distributed. Please refer to Appendix C where
the confidence levels associated with the nσ-intervals are evaluated and the transition of distri-
butions is illustrated. In this transition region from a “stochastic” beamformer to a deterministic
beamformer, the relative uncertainty of the path gain decreases with increasing SNR.

Entering the high SNR regime, PGR saturates at the MISO path gain PGMISO requiring perfect
CSI and leveraging the full array gain L.

We further compare the reciprocity-based beamformer to our geometry-based beamformers, de-
fined in Section 2.1.1. The PW beamformer shows an efficiency loss of ∆PG ≈ 10 dB, when
compared with PGMISO and is thus comparably inefficient, however, it can strongly reduce the du-
ration of a possible beam sweeping procedure due to its reduced, two-dimensional search space.
The SW LoS beamformer is approx. 6 dB more efficient than the PW beamformer and constitutes
a good trade-off between model complexity and efficiency. In the given scenario, the SW SMC
beamformer exhibits another 1.75 dB increase in efficiency, when compared with the SW LoS
beamformer. It is based on our most complete SMC channel model and is dependent on multiple
parameters as well as a geometric environment model. Given perfect CSI, a reciprocity-based
beamformer could still attain 2 dB more efficiency than the SW SMC beamformer.

7In the low SNR regime, the path gain is a chi-squared distributed random variable with the intervals PGR ±
nσ capturing {86.4, 95.0, 98.2}% of its probability density function (PDF) for n ∈ {1, 2, 3}. In the linear regime, it
transitions to a Gaussian random variable where the intervals cover {68.3, 95.4, 99.7}%. These confidence levels
are verified in Appendix C.
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2.1.3 Geometry-based initial access

Fig. 2.3 and Fig. 2.4 are based on channel vectors measured across the 8× 8 grids of the EN de-
vice positions p

(1)
EN and p

(2)
EN. They show the interpolated path gain distributions at the grids when

applying the described beamformers. For fairness, the PW beamformer is applied given the op-
timum angle of a beam sweep in the the range-azimuth plane (elabortated below in Fig. 2.6). It
is observable that a rather homogeneous power distribution is achievable with the PW and SW
beamformers around p

(1)
EN (see Fig. 2.3). Exploiting SMCs virtually increases the array aperture8

and thus narrows its beam width (or width of its focal region, respectively), which is observable
for the SW SMC beamformer and the reciprocity-based beamformer. The path gain distribution
around p

(2)
EN (see Fig. 2.4) shows a strong standing wave pattern, originating from the bottles

within the shelf and the metal grid mounted on its backside. Fig. 2.5 shows the path gain distri-
bution around p

(2)
EN when beamforming to p

(1)
EN. It is clearly observable that the PW beamformer

“pollutes” its environment with radiated power even in unintended positions. For the SW LoS and
SMC beamformers, the power density around p

(2)
EN is strongly reduced since no specular com-

ponents are exploited in its vicinity. However, the power density around p
(2)
EN increases again for

the reciprocity-based beamformer that inherently exploits the complete channel including diffuse
reflections.

In Fig. 2.6, we show the path gain of an exhaustive beam sweep with the PW beamformer, evalu-
ated on a portion of the elevation-azimuth plane w.r.t the center of gravity of the RW. It achieves
an efficiency of PG = −42.21 dB at the “true” position of the EN device. In its vicinity across the
azimuth plane, there is a fading pattern visible which originates from constructive and destructive
interferences with the SMCs possibly caused by walls. As is indicated in the figure, the beam

8The array aperture increases virtually by not only using the LoS path but also the mirror sources depicted in
Fig. 2.1.
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Figure 2.6: PW beamformer beamsweep at position p
(1)
EN: Depicted is the path gain evaluated on a

portion of the elevation-azimuth plane. At the “true” position of the EN device, the PW beamformer
achieves PG = −42.21 dB, while it achieves a maximum of −39.45 dB with constructive SMC
interference.

sweep reaches its maximum path gain of −39.45 dB not at the “true” position, but rather at an
azimuth angle where constructive interference occurs. Therefore it is no coincidence that p(1)

EN is
located at a “peak” of the path gain distribution in Fig. 2.3 (a). The shape of that distribution is
consequently a result of the interference of SMCs.

2.2 Closed-loop approach based on DOA

As mentioned in Section 3.2.1 of Deliverable D4.1 [1], the gain of physically large antenna arrays
that focus power in the array near field is not only dependent on the direction angles, but on the
range as well. The resulting focal point can charge EN devices faster or obtain a higher, low-
power backscatter communication data rate than with conventional methods. Two methods can
be applied to create such focal points. The first method uses the CSI coming from pilot signals
sent out by the energy neutral device (END). This so-called ”reciprocity-based” beamforming
can be performed without knowing the actual position of the END. The second method uses
the geometry of the setup, which includes the layout of the antenna arrays, the position of the
END, and (possibly) a geometric model of the environment, in order to compute the channel
vectors for beamforming. The latter has been investigated in Section 2.3 of D4.1 and validated in
Section 2.1 of this deliverable. However, we have neither discussed how the position of the END
can be estimated, nor, how the environment model is obtained.

This section will focus on the second power spot generation method. A closed-loop approach
is given to acquire the three-dimensional (3D) END position from direction-of-arrival (DOA) esti-
mates and to use the DOA information to compute the channel vectors for beamforming.
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Figure 2.7: Graphical overview of the closed loop approach in 2D.

Knowing the actual position of the END has great potential from an application point-of-view.
Real-time location data can improve safety, performance, experience and convenience in indus-
trial, commercial and healthcare solutions.

2.2.1 Direction of arrival-based positioning in the near field

The researched closed-loop approach consists of four steps, where the last three can be repeated
to increase the positioning accuracy and decrease the power spot size, and hence increase the
power density at the EN position. A two-dimensional (2D) graphical illustration of this method can
be found in Fig. 2.7. Four steps can be distinguished: (i) the creation of an (approximately) uni-
form power density through the entire room at a certain frequency (green), (ii) the transmission of
a pilot signal by means of backscattering, (iii) performing DOA at the different radio elements and
estimating the position of the END and (iv) the creation of a power spot at the estimated position.
This four-step approach is tested inside the 3D channel model simulator described in [12]. In
this simulator, the Techtile environment [18], [19] was reproduced with 280 transceiver antennas,
grouped in four subarrays of (10× 10), (4× 13) and two (8× 8) antennas respectively, with half-
wavelength spacing. An example of the three-dimensional model can be found in Figure 2.10.
In what follows, two ENDs are added to the infrastructure: the first one close to the sidewalls at
[1, 1, 1]T and the second almost centrally at [4, 2, 1]T.

1. Generate a uniform power density and calculate the average charge time.

Just like the reciprocity beamforming method, the DOA based method is susceptible to the initial
access problem. An initial energy budget is necessary at the END for sending out a pilot signal.
This problem occurs at the start of the power spot generation or when a new node is introduced
to the setup. Therefore, at certain periods in time, a quasi-uniform power density should be
delivered throughout the whole room. In Section 4.1.2 of REINDEER deliverable D2.3 [5], the
closed-form expression for the expected efficiency of a reciprocity-based beamformer, suffering
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from synchronization losses is stated as

PGR =
E
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≈


∥h∥44
∥h∥2 Var{φℓ} > ln ∥h∥4 − ln ∥h∥44
LPch e

−σ2
φ , ln 2 < Var{φℓ} < ln ∥h∥4 − ln ∥h∥44

LPch, Var{φℓ} < ln 2

(2.17)

By introducing a random phase error to each antenna element on purpose, the system is pushed
into the low synchronization regime and thus noncoherent operation. With circularly-symmetric
complex Gaussian phase errors, i.e., φℓ ∼ N (0, σ2

φ) with the weight vector elements [w]ℓ =
ej φℓ [h]∗ℓ/∥h∥, “random beamforming” is performed and may achieve a PG improvement of up
to 8.7 dB compared to SISO systems9 when applied on the measured channel vector from Sec-
tion 2.1.2. From Figure 4.1 in D2.3, the phase error standard deviation should be chosen above
σφ ≥ 160◦. Simulation results of this quasi-uniform path gain for the two aforementioned positions
are calculated for a 2D plane at 1m height and depicted in Fig. 2.8. The transmit power Ptx is set
to 0 dB. The average simulated path gain is −41.9 dB, and the achieved path gain at the center
node is above this average (−38.6 dB), yet below this average at the corner node (−42.6 dB).
For an END with an E-Peas AEM30940 energy harvesting chip with an efficiency of 48% and an
STM32L011F3 chip (an ARM Cortex-M0 based MCU) for frequency shifted backscattering with
a power consumption of 200µA at 1.8V, it would take respectively 17.2 s and 43.2 s to charge the
proposed central and corner END when the transmitters have an output power of 15 dB.

2. Transmit pilot signals.

To eliminate the high power consumption of an active radio transmitter at the END, backscatter
communication is chosen for sending out pilot signals. In Section 3.1, a more in-depth review
on signal processing for backscatter-based communication is given. Backscattering in its most
simple implementation switches the load of an antenna based on the digital pilot signal. In the
closed-loop approach, this means an alteration of the omnipresent RF signals, generated by the
random beamformer, resulting from the quasi-uniform field at a certain frequency. This carrier
wave is either reflected or absorbed, resulting in a mixing process of this carrier signal and the
information signal.
To eliminate the self-interference problem, frequency translation backscattering is applied by
adding a local oscillator to the END, resulting in a data signal shifted away in the frequency
domain from the carrier, as explained in D4.1 [1]. The added local oscillator contributes to a
higher power consumption, yet it is an excellent compromise for the gained backscatter link SNR.
In this scenario, the received power of the backscattered signal at the bistatic, dislocated receiver
(from D4.1) is given by:

Pr,b = σ
(
1− |Γt|2

) (
1− |Γr|2

)( λ

4πd1d2

)2
PtGt,1Gr

4π
|ρt · ρb|2 |ρb · ρr|2 . (2.18)

9In Section 2.1.2, we have shown that an improvement of up to 6 dB can be achieved within the 3σ-interval
covering 98% of the weight realizations [w]ℓ ∼ CN (0, σ2

w), i.e., weights with random phases and magnitudes. In
D2.3 [5], we have shown that an improvement of 1 + c2v (with cv denoting the coefficient of variation of theSISO
channel power gains |[h]ℓ|2) is achieved on top of that if the channel magnitudes |[h]ℓ| are deterministically known.
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Figure 2.8: Simulated power gain for two END-devices at positions [4, 2, 1]T and [1, 1, 1]T with a
phase error standard deviation of 180◦. The average path gain on this plane is −41.9 dB.

By changing the load, the radar cross section (RCS) σ of the backscatter END is altered and
signals can be received. The binary sequence of the pilot signal itself typically depends on the
chosen DOA-algorithm. In this study, the MUltiple SIgnal Classification (MUSIC)-algorithm is
applied, requiring narrow band, discrete-time complex signals. The transmission duration should
be chosen high enough for the sample covariance matrix to approach the ideal, array covariance
matrix.

3. Perform NF-DoA.

As a first exploration, the MUSIC DOA estimator is chosen. This algorithm has been extensively
used in different positioning research areas, and thanks to the MIMO-evolution has been shown
to achieve a high-resolution application in LTE ([20]) and B5G ([21]) networks. This algorithm
introduced by Schmidt in [22] is based on the eigenvalue decomposition of a covariance matrix
of an array of sensors, in our case an array of receive antennas. The algorithm uses a matrix
of steering vectors for each CSP for a number of azimuth and elevation angles, i.e., a(ϕ, θ). In
essence, the algorithm tries to find the best fit of the autocorrelation matrix of these steering
vectors (for each pair of azimuth and elevation angles) with the observed sample correlation
matrix. While the initial MUSIC algorithm was designed for far field, i.e., planar wavefront, signals,
the steering vectors can also be computed using the (array) near-field spherical wavefront.

The general expression for the position estimate by the near-field MUSIC approach is given by,

P̂MUSIC(r, ϕ, θ) =
1

aH(r, ϕ, θ)UNU
H
Na(r, ϕ, θ)

, (2.19)

where UN is the matrix of eigenvectors that span the noise subspace and can be found by
the eigenvalue decomposition (EVD) of the sample correlation matrix. The maximum value of
Eq. (2.19) can be determined by computing the steering vectors a(r, ϕ, θ) for multiple distances
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Figure 2.10: 3D DoA estimation plots for the Techtile environment with 280 transceive antenna
elements (left) and 78 receive antenne elements (right).

r, azimuth, and elevation angles. An example of the spatial spectrum of this 2D near-field algo-
rithm is given in Fig 2.9 for the (4 × 13) antenna array. The half wavelength antenna-element
interspacing is chosen based on the maximum backscatter frequency. That way, all lower fre-
quencies meet the maximum interspacing starting condition of the mathematical model. From
this figure, the importance of the geometrical shape of the antenna array can be graphically de-
rived. The smaller number of antenna elements on the vertical axis gives a larger angular error
at the azimuth.
Due to the symmetry of the antenna array, two angle estimates are proposed by equation 2.19.
Robust angle-of-arrival (AOA) localization methods as applied in [23] can select the appropri-
ate angle for optimal positioning. With these selected azimuth and elevation angles, a simple
least-squares 3D positioning estimation can resolve the non-ideal direction vectors to determine
a single position estimate. When all 280 antenna elements are used, the calculated Euclidean
distance between the actual and estimated position is just above 0.141m (Fig. 2.10).

The results above are obtained when all 280 elements are considered as transceive antennas. A
more realistic approach would divide the antenna-array in transmit and receive sub-arrays. In fig-
ure 2.10, the near-field MUSIC algorithm and least-squares positioning estimation are performed
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with a receiving antenna subset of only two rows. With these 78 antenna elements, the Euclidean
distance between actual and estimated position of the END increases slightly to 0.249m.

4. Generate power spot.

The last step in this closed-loop approach is to generate the power spot within the MISO channel
model described in D4.1 [1]. This power spot should cover a larger volume to counteract the
Euclidean distance error of the initial positioning estimate. This larger power spot can be gen-
erated through applying a spatial window which is known to suppress sidelobes and widen the
main lobe (i.e., the power spot). The planar wavefront beamformer in Section 2.1.1.1 represents
a simple and rather inefficient method to widen the focal spot. Other methods involve iteratively
constructing beamforming vectors until a certain spatial region is covered [24], or by means of
convex optimization [25].

The generation of this power spot results in two effects that both decrease the charge time at
the END: (i) it increases the path gain and resulting received power and (ii) it facilitates the END
to disable the local oscillator necessary in the mixing process. This latter is visually explained
by Figure 3.1 in D4.1 [1], where power density at the carrier frequency is small at the antenna
transmit and receive elements. The compressed carrier frequency results in more prominent
information signals and counter the need to perform frequency shifted backscattering.

To increase the closed-loop system accuracy, steps 2 to 4 can be repeated in combination with
Kalman filtering. Note that when the pilot signals are missing or when new nodes are added to
the system, the closed-loop approach should be restarted from step 1.

It can be concluded that for one-time powering purposes, the measurement-based reciprocity
beamforming, without calculating the DOA, is a far more efficient method. However, a geometry-
based method may benefit from a combination with signal processing methods to widen the
power spot. Other ENDs in the close proximity can be powered and even moving devices can
be tracked and powered. Another advantage is that the actual, physical position of the END
can be calculated, which has great potential from an application point-of-view, aiding in safety,
performance, experience and convenience improvements for several use cases. In this section,
the adapted near-field MUSIC algorithm offers already a viable Euclidean distance error below
25 cm. Research and comparison with other well-established DOA methods should potentially
decrease this distance. Positioning error bounds for a RadioWeaves infrastructure will be derived
in the REINDEER deliverable D3.3 [4].
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Chapter 3

Signal processing for backscatter-based
communication

There are several network infrastructure setups that can be used for backscatter communication
(BC) with IoT nodes/EN devices. One of them is a bistatic setup where there is a need for high
dynamic range and high-resolution analog-to-digital converters at the reader side. In this chapter,
we investigate a bistatic BC setup with RW panels. We propose a novel algorithm to suppress
direct link interference (DLI) between the carrier emitter (CA) and the reader using beamforming
into the nullspace of the CA-reader direct link to decrease the required dynamic range of the
system and increase the detection performance of the EN device. Further, we derive a Neyman-
Pearson (NP) test and an exact closed-form expression for its performance in the detection of
the EN device. Finally, simulation results show that the required dynamic range of the system
is significantly decreased and the detection performance of the EN device is increased by the
proposed algorithm compared to a system not using beamforming in the CA.

3.1 Bistatic backscatter communication

In a BC setup, we usually have the following types of equipment: a CA, a reader, and a backscat-
ter device (BD), e.g., an EN device. The main BC configurations are

• Monostatic: In a monostatic BC setup, the CA and the reader are co-located and share
many parts of the same infrastructure. For example, the CA and reader either share the
same antenna elements or use separate antennas. The CA sends an RF signal to the BD,
and the BD modulates the incoming RF signal and backscatters it to the reader [26]. The
monostatic system suffers from round-trip path loss, and requires full-duplex technology if
the same antennas are simultaneously used for transmission and reception.

• Bistatic: In a bistatic BC setup, the CA and reader are spatially separated from each other,
and therefore do not typically share RF circuitry, which is beneficial for a number of reasons
[27]. For example, the CA and reader can be located separately to decrease the round-trip
path loss.

• Ambient: In an ambient BSC system, the CA and reader are separated in a similar way as
in a bistatic system. However, the ambient system does not have a dedicated CA and uses
ambient RF sources such as Bluetooth, Wi-Fi, or TV signals [26].
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In a bistatic BC setup, the backscattered signal is weak compared to the DLI due to the double
path-loss effect on the two-way backscatter link as seen in Fig. 3.1. That is why the dynamic
range of the reader, which is proportional to the signal strength ratio between the received signal
from direct link and the weak backscattered signal [28], should be high. As a result, a high
resolution ADC is required to detect the weak backscattered signal under heavy interference. In
multiple antenna technology, high resolution ADCs are one of the major power consumers [29].
Moreover, the backscattered signal is pushed to the last bits of ADC due to the interference which
causes a low signal-to-interference-plus-noise ratio (SINR) [28]. Therefore, it would be beneficial
if the DLI is suppressed before the automatic gain control and ADC in order to decrease the
required dynamic range of the system.

The authors of [28] investigate the coverage region for narrowband IoT and LoRa technologies
considering the receiver sensitivity level, and the effect of the DLI on the dynamic range in the
bistatic BC and ambient BC systems. They show that the high dynamic range limits the system
performance. In [30] and [31], the carrier frequency of the reflected signal is changed at the END
to solve the DLI problem in a SISO bistatic BC system. In [32], the authors apply Miller coding
at the END and utilize the periodicity of the carrier signal to mitigate the DLI in a SISO bistatic
BC setup. However, the proposed method cancels the interference after the ADC which does not
address the high-resolution ADC/high dynamic range problem.

We investigate the bistatic setup with RW panels. Our work can be summarized as follows:

• To address the dynamic range problem in a bistatic BC, we propose a transmission scheme
to suppress the DLI by adapting the transmission from the CA using beamforming.

• We derive the optimal NP test to detect the EN device.

• We provide an exact closed-form expression for the performance of the NP test, and ana-
lyze the performance of the EN device detection at the reader in a bistatic BC setup with
multiple antennas.

3.2 Proposed Transmission Scheme

In this section, we present the system model of our bistatic communication setup in Fig. 3.1. We
also explain the channel estimation phase and EN device detection phase.

In Fig. 3.1, RW Panel A (PanA) with M antennas is the carrier emitter, RW Panel B (PanB) with
N antennas is the reader, and EN device C has a single antenna. The EN device can change its
reflection coefficient by varying the impedance of the load connected to the EN device antenna
to modulate the backscattered signal. Our aim is to decrease the dynamic range of the system,
and detect the presence of the EN device. In Phase 1 (P1), we estimate the channel between
PanA and PanB. In Phase 2 (P2), we construct a beamformer using a projection matrix which
is designed based on the estimated channel to decrease the dynamic range and increase the
detection performance by suppressing the interference due to the direct link PanA → PanB.

In Fig. 3.1, gT
AC ,gCA,gCB,g

T
BC ,GAB, and GBA stand for the channels from PanA to EN device,

EN device to PanA, EN device to PanB, PanB to EN device, PanA to PanB, and PanB to PanA,
respectively. Here, the dimensions of gAC ,gCA,gCB,gBC , and GAB are M×1,M×1, N×1, N×1,
and N×M , respectively. We have assumed that PanA and PanB are jointly reciprocity-calibrated
such that GAB = GT

BA.
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Figure 3.1: The system model of the multi-antenna bistatic backscatter communication.
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Figure 3.2: The transmission scheme of the bistatic setup.

In Fig. 3.2, the transmission scheme of the considered bistatic communication setup is given.
There are two phases, as explained in the next subsections.

3.2.1 Phase 1: Channel Estimation at PanA

The first phase comprises Jp slots (τpJp symbols). In each slot, PanB sends the same N orthogo-
nal pilot signals which each have τp symbols in order to facilitate estimation of GBA at PanA. The
symbol length in seconds is denoted as L, so each orthogonal pilot signal has a length of τpL sec-
onds. The orthogonal pilot signals sent in a slot are written in matrix form as Φ ∈ CN×τp . Here,
the pilot matrix Φ satisfies ΦΦH = ptτpL

N
IN and τp ≥ N , where pt stands for the transmit power.

The total amount of transmitted energy during P1 is expressed as Ep ≜ Jp||Φ||2 = JpptτpL.

In P1, we select the reflection coefficients γj = 0 for j = 1, 2, . . . , Jp, i.e., the EN device is silent
in each slot. Here, γj represents the relative reflection coefficient. When the EN device is silent,
its reflection coefficient is a part of GBA like other scattering objects in the environment, and the
contribution of the backscattered signal to the direct link is negligible. When γj = 1, the relative
difference in the channel is gCAgT

BC . It is also possible to design an EN device that absorbs
the incoming signal for energy harvesting during γj = 0 [33]. Moreover, in the literature, several
papers use on-off keying modulation with two states as used in this paper: γj ̸= 0 and γj = 0
[33]–[35].
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Table 3.1: Mathematical Notations

Parameter Notation Dimension
Received signal at PanB Yj N × τd
Received signal at PanA Yp

j M × τp
Channel from PanA to PanB GAB N ×M
Channel from PanB to PanA GBA M ×N
Channel from PanA to EN device gT

AC 1×M
Channel from EN device to PanA gCA M × 1
Channel from EN device to PanB gCB N × 1
Channel from PanB to EN device gT

BC 1×N
Projection matrix P M ×M
Probing signal Ψ M × τd
Additive Gaussian noise at PanB Wj N × τd
Additive Gaussian noise at PanA Wp

j M × τp
Pilot signal Φ N × τp
Reflection coefficient at EN device γj 1× 1

3.2.2 Phase 2: Detection at PanB

The second phase consists of Jd slots (τdJd symbols). In each slot, PanA sends a probing signal
to detect the presence of the EN device at PanB. The probing signal sent in a slot is represented
in matrix form as Ψ ∈ CM×τd , where ΨΨH = αIM = ptτdL

M
IM , τd ≥ M .

The received signal of dimension N × τd at PanB, in slot j can be written as

Yj = GABPsΨ+ γjgCBg
T
ACPsΨ+Wj, (3.1)

where j = Jp+1, Jp+2, . . . , Jp+Jd and Jp+Jd = J . We assume that all the channels are time-
invariant during the J slot durations, i.e., the coherence time of all the channels exceeds J slots.
Ps ∈ CM×M is the scaled projection matrix introduced in order to minimize the DLI between PanA
and PanB; the design principles for it will be explained in Section 3.3. Wj ∈ CN×τd stands for the
additive Gaussian noise and each element of Wj is independent and identically distributed (i.i.d.)
CN (0, N0), where N0 is the variance of the noise. γj ∈ {0, 1} denotes the reflection coefficients
in the EN device, and γj can be changed by varying the impedance of the load connected to the
EN device antenna. The dimensions of the quantities in the model are summarized in Table 3.1.
In Eq. (3.1), GABPsΨ stands for the DLI. The dynamic range of the signal received during P2 is

ζ = E

{
∥GABPsΨ∥2 +

∥∥gCBg
T
ACPsΨ

∥∥2∥∥gCBgT
ACPsΨ

∥∥2
}
, (3.2)

where the expectation is taken with respect to random channel estimation errors (which affect
Ps); the channels here are considered fixed. When there is no projection, i.e., Ps = IM , the
dynamic range can be large: ζ ≫ 1. When ζ ≫ 1, we need high-resolution ADCs which are
not energy and cost efficient. Moreover, due to the high DLI, the system has low SINR, and
the backscattered signal is pushed to the last bits of the ADCs. The scaled projection matrix,
Ps ∈ CM×M , to the nullspace of the dominant directions of GAB (or more exactly, an estimate of
GAB) is used to decrease the interference due to the direct link PanA → PanB. As a result, the
dynamic range requirements on the reader circuitry decreases.
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The next section explains our proposed algorithm to suppress the direct link interference and
decrease the dynamic range.

3.3 Proposed Interference Suppression Algorithm

In this section, we first present the channel estimation algorithm in P1 for the direct link between
PanB and PanA. Then, we propose a novel algorithm based on the estimated direct link channel
to mitigate the DLI at PanB in P2. The proposed algorithm decreases the required dynamic range
of the system, and increases the SINR and the detection performance. In practice, it also enables
the use of low-resolution ADCs due to the decreased required dynamic range.

3.3.1 Channel Estimation at PanA

In this subsection, we present the algorithm to estimate the channel from PanB to PanA, GBA.

In the channel estimation phase, PanB sends the same pilot signal Φ in each slot. At PanA, the
received pilot signal in slot j is given by

Yp
j = GBAΦ+ γjgCAgT

BCΦ+ Wp
j , (3.3)

where j = 1, 2, . . . , Jp and Wp
j ∈ CM×τp stands for the additive noise and all elements of Wp

j are
i.i.d. CN (0, N0). We select the reflection coefficients γj = 0 for j = 1, 2, . . . , Jp, i.e., the EN
device is silent. As a result, Eq. (3.3) can be simplified as

Yp
j = GBAΦ+ Wp

j . (3.4)

The channel GBA is estimated by least-squares as follows:

ĜBA =
1

Jp

Jp∑
j=1

Yp
jΦ

H(ΦΦH)−1. (3.5)

Due to the reciprocity, the channel GAB is simply GAB = GT
BA; the same holds for their estimates:

ĜAB = Ĝ
T

BA.

3.3.2 Interference Suppression Algorithm

This subsection explains our proposed algorithm to decrease the dynamic range and mitigate the
DLI at PanB in P2. Based on the channel estimation in P1, PanA designs the projection matrix
P to minimize the interference at PanB. The required dynamic range of the system is decreased
and the performance of the detection of EN device is improved at PanB.

The singular value decomposition of ĜAB can be written as

ĜAB = U∆VH, (3.6)

where U ∈ CN×K0 and V ∈ CM×K0 are semi-unitary matrices, and K0 ≤ min{M,N} is the rank
of ĜAB. ∆ is a K0 ×K0 diagonal matrix with positive diagonal elements ordered in decreasing
order.
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In P2, PanA transmits a probing signal for PanB to detect the presence of the EN device. The
probing signal, Ψ, satisfies ΨΨH = αIM . Before transmitting Ψ, PanA first designs a projection
matrix, P, based on the channel estimation in P1 in order to decrease the interference at PanB due
to the direct link PanA → PanB. After that, PanA projects the probing signal onto the nullspace
of ĜAB in order to minimize the interference, decrease the dynamic range, and increase the
detection probability of EN device at PanB. After the projection, PanA transmits the following
signal

PsΨ =

√
M

M −K
PΨ, (3.7)

where P is an orthogonal projection of dimension M×M and rank M−K, and
√

M
M−K

is used to

keep the total radiated energy the same during P2 after the projection as follows Ed ≜ Jd||Ψ||2 =
Jd||PsΨ||2. We select P to project onto the orthogonal complement of the space spanned by the
columns of VK :

P = I − VKVH
K , (3.8)

where VK contains the first K columns of V in Eq. (3.6). A suitable value of K is determined by
various factors, such as the number of antennas on the panels, panel shapes like uniform linear
arrays or rectangular linear arrays, SNR, and channel model. When there is a strong LoS link
and specular multipath components, K = 1 can eliminate the LoS link and reduce the dynamic
range. If K is increased, the dynamic range will continue to decrease as the SMCs are canceled,
but the coverage area will also decrease due to the increasing nulls in the antenna radiation
pattern. Therefore, it is crucial to choose an appropriate value for K which can be determined
by considering the number of dominant singular values of GAB and/or a predetermined dynamic
range requirement.

Note that, in order to prevent reducing the power of the backscatter link, gCBgT
AC should not lie

in the subspace spanned by the dominant right singular vectors of GAB. For example, when
rank(GAB) = 1 in line-of-sight conditions, the proposed algorithm requires that the CE, BD, and
reader should not be located on a line, i.e., gCBgT

AC ̸= ρGAB for all ρ ∈ C.

In summary, the received signals during both phases are given by

Yp
j = GBAΦ+ Wp

j , j ∈ {1, . . . , Jp} (3.9a)

Yj = GABPsΨ+ γjgCBgT
ACPsΨ+ Wj, j ∈ {Jp + 1, . . . , J} (3.9b)

3.4 Detection of the EN device

In this section, we provide the optimal NP test and analyze its performance for the detection of the
EN device in P2. The detection of the EN device at PanB is also equivalent to a binary modulation
scheme with the alphabet which has two values “0” and “1”. This problem is formulated as a
hypothesis testing problem where the scenarios conditioned on the absence and presence of the
EN device are taken as H0 and H1, respectively:

H0 : Yj = GABPsΨ+ Wj

H1 : Yj = GABPsΨ+ γjgCBgT
ACPsΨ+ Wj,

(3.10)

where j ∈ S = {Jp+1, . . . , J}. We assume that the receiver has perfect CSI, i.e., GAB, gCB and
gAC are known. We also assume that Ψ and Ps are known by the receiver.
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We apply the optimal NP test to detect the presence of the EN device as follows:

L =

∏
j∈S p (Yj | H1)∏
j∈S p (Yj | H0)

H1

≷
H0

η, (3.11)

where η is the detection threshold. Here, the NP detector will decide H1, if the likelihood ratio,
L, is bigger than η. p (Yj | H1) and p (Yj | H0) denote the probability density functions of the
observations under H1 and H0, respectively, and are given as

p (Yj | H1) =
1

(πN0)Nτd
exp

[
−||Yj − GABPsΨ− γjgCBgT

ACPsΨ||2/N0

]
, (3.12a)

p (Yj | H0) =
1

(πN0)Nτd
exp

[
−||Yj − GABPsΨ||2/N0

]
. (3.12b)

Let define Aj = γjgCBgT
ACPsΨ and Y′

j = Yj − GABPsΨ. We can write log(L) as follows:

log(L) = −
∑
j∈S

||Yj − GABPsΨ− γjgCBgT
ACPsΨ||2/N0 +

∑
j∈S

||Yj − GABPsΨ||2/N0 (3.13a)

= −
∑
j∈S

||Y′
j − Aj||2/N0 +

∑
j∈S

||Y′
j||2/N0 (3.13b)

=
∑
j∈S

1

N0

(
2Re{Tr{AjY′

j
H}} − ||Aj||2

)
(3.13c)

Finally, we can write the optimal NP test as follows:

L′ =
∑
j∈S

Re{Tr{AjY′
j
H}}

H1

≷
H0

η′, (3.14)

where L′ =
log(L)+

∑
j∈S ||Aj ||2

2/N0
and η′ =

log(η)+
∑

j∈S ||Aj ||2
2/N0

.

To determine the detection performance of the NP test, we first find the distribution of the test
statistic, L′, both under H1 and H0. We consider that GAB,gCB,gAC and Ps are deterministic.
Under H1, the test statistic is given by

L′ =
∑
j∈S

Re{Tr{Aj(Aj + Wj)
H}} (3.15a)

=
∑
j∈S

(
Re{Tr{AjWH

j }}+ ||Aj||2
)

(3.15b)

=
∑
j∈S

(
Re

{
N∑
k=1

τd∑
l=1

AjklW∗
jkl

}
+ ||Aj||2

)
, (3.15c)

where Ajkl and W∗
jkl denote the element in the k-th row and l-th column in Aj and W∗

j , respectively.
AjklW∗

jkl is i.i.d. CN (0, |Ajkl|2N0), and the distribution of the test statistic under H1 is

L′ ∼ N (
∑
j∈S

||Aj||2,
1

2

∑
j∈S

||Aj||2N0). (3.16)

Under H0, the test statistic is given by

L′ =
∑
j∈S

Re{Tr{AjWH
j }} ∼ N (0,

1

2

∑
j∈S

||Aj||2N0). (3.17)
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In summary,

L′ ∼
{
N (
∑

j∈S ||Aj||2, 12
∑

j∈S ||Aj||2N0) under H1

N (0, 1
2

∑
j∈S ||Aj||2N0) under H0.

(3.18)

The probability of detection (PD) and the probability of false alarm (PFA) are calculated as

PD = Pr{L′ > η′;H1} = Q

 η′ −∑j∈S ||Aj||2√
N0

2

∑
j∈S ||Aj||2

 , (3.19a)

PFA = Pr{L′ > η′;H0} = Q

 η′√
N0

2

∑
j∈S ||Aj||2

 . (3.19b)

Finally, we can write the following relation between PD and PFA as follows:

PD = Q

Q−1(PFA)−
√
2
∑
j∈S

||Aj||2
 . (3.20)

3.5 Numerical Results

In this section, we first provide the simulation parameters and then discuss numerical results.
The channels are modeled as line-of-sight channels without multi-path as follows:

[GAB]n,m = [GT
BA]n,m =

√
βm,ne

−j 2π
λ
dm,n , (3.21a)

[gAC ]m = [gCA]m =
√

βme
−j 2π

λ
dm , (3.21b)

[gCB]n = [gBC ]n =
√
βne

−j 2π
λ
dn , (3.21c)

where m ∈ {1, 2, . . . ,M}, n ∈ {1, 2, . . . , N}, and [GAB]n,m, [gAC ]m, and [gCB]n are the (n,m)th

element of GAB, mth element of gAC , and nth element of gCB, respectively. Path-gain coefficients
are defined as

βm,n =
1

d2m,n

, (3.22a)

βm =
1

d2m
, (3.22b)

βn =
1

d2n
, (3.22c)

where dm,n, dm, and dn stand for the path lengths between the mth antenna in PanA - the nth

antenna in PanB, the mth antenna in PanA - the EN device, and the nth antenna in PanB - the EN
device, respectively. We choose a uniform linear array at both PanA and PanB.

We use the following parameters in all simulations: L = 5×10−6 [36, Ch. 8], Jd = 2, τd = 16, Jp =
1, τp = 16, N0 = 1,M = 16, N = 16, K = 3 and λ = 0.1 m, where λ denotes the wavelength
of the emitted signal. The center of PanA and PanB are located at (0, 0) and (6, 0) in meters,
respectively. We select K = 3 to design our projection matrix because the singular values of
GAB are [2.3261, 1.2565, 0.3140, 0.0445, 0.0045, . . . ], and the projection matrix with K = 3 can
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Table 3.2: Simulation Parameters

Parameter Value
Symbol length in seconds L = 5× 10−6

Number of slots for the probing signal Jd = 2
Number of symbols in each slot for the probing signal τd = 16
Number of slots for the pilot signal Jp = 1
Number of symbols in each slot for the pilot signal τp = 16
Number of antennas in PanA M = 16
Number of antennas in PanB N = 16
Number of antennas in EN device 1

The location of PanA, PanB, and EN device in meters
(0, 0), (6, 0), and

(3, y), where y ∈ [0 20]
Inter-antenna distance both in PanA and PanB in meter 0.5λ = 0.05
Noise variance N0 = 1

Reflection coefficients at EN device
γj = 0 for j = 1, . . . , Jp and

γj ∈ {0, 1} for j ∈ S
First K columns of V K = 3
SNR during the detection of EN device SNRd = −10 dB
SNR during the channel estimation SNRp = 0− 30 dB

project the transmitted signal onto the nullspace of the dominant directions of GAB. We select
the reflection coefficients at the EN device as γj = 0 for j = 1, . . . , Jp in P1 and γj ∈ {0, 1} for
j ∈ S in P2, and we have the same number of γj = 0 and γj = 1 in P2. The SNR during the
estimation of GBA in P1 is defined as SNRp = β̄BAptJpτpL/N0, where pt and L are the transmit
power and the symbol length in seconds, and β̄BA = ∥GAB∥2

MN
. The SNR during the detection of

EN device in P2 is given as SNRd = β̄CBβ̄ACptJdτdLγ̄/N0, where γ̄ = 0.5 is the average value
of the reflection coefficients in P2, and β̄AC = ∥gAC∥2 /M and β̄CB = ∥gCB∥2 /N . We list all the
simulation parameters in Table 3.2.

In Fig. 3.3, the theoretical and simulation results for the detection performance of the optimal NP
test in Eq. (3.14) are given. We used 105 Monte-Carlo runs for the simulation results. A triangular
setup is used and the EN device is located at (3, 3) in meters. We select SNRd = −10 dB, and
consider two different scenarios: (1) perfect projection and (2) no projection to investigate the
effect of the scaled projection matrix Ps on PD and PFA. While Ps = IM for the no-projection
case, the projection matrix is designed based on perfect CSI, i.e., ĜAB = GAB, by PanA for the
perfect-projection case. Since the projection matrices in both scenarios are deterministic, we use
Eq. (3.20) to calculate the theoretical curves. In the figure, the theoretical results exactly match
with the computer simulation results.

The system which works with perfect projection matrix projects the transmitted signal to the
nullspace of the dominant direction of GAB. As seen in the figure, the detection performance
is better in the case of perfect projection. It is observed because the radiated power in the di-
rections which are close to the dominant direction of GAB decreases and the emitted power in
all other directions increases. As a result, the received power at PanB from EN device signal
increases with an accurate projection matrix. For example, at PFA = 0.1 in Fig. 3.3, the sys-
tem with perfect projection has almost 0.06 gain in PD when compared to the system with no
projection.
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Figure 3.3: The detection performance of EN device at PanB.
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In Fig. 3.4, we sketch the ratio ζ given in Eq. (3.2) for different EN device locations to investigate
the change in the dynamic range of the system with and without projection. The center of PanA
and PanB are located at (0, 0) and (6, 0) in meters, respectively and the EN device is located at
(3, y), where we change the vertical position of EN device, y, between 0 and 20 meters. Here,
PanA estimates the direct channel using the transmitted pilot signal by PanB in P1. We use 103

different realizations of the estimated direct channel to obtain Monte-Carlo simulation results. We
compare ζ for varying SNRp values from 0 dB to 30 dB. As seen in the figure, at y = 0, the effect
of the projection matrix on ζ is low, because gCBgT

AC lies mostly in the subspace spanned by the
dominant right singular vectors of GAB.

In Fig. 3.4, the dynamic range, ζ, decreases with increasing SNRp when y > 0 m. This
is because the projection matrix designed with high SNRp values has more capability to de-
crease the interference due to the direct link PanA → PanB. For example, at y = 10 m,
ζ is 25.17 dB, 23.98 dB, 13.74 dB, 2.83 dB, and 0.39 dB for the no projection, SNRp = 0 dB,
SNRp = 15 dB, SNRp = 30 dB, and perfect projection cases, respectively. In practice, with a
decreased dynamic range, it is possible to use low-resolution ADCs which are more cost and
energy efficient than high-resolution ADCs.

In conclusion, we present a novel transmission scheme to suppress the DLI at the reader in a
bistatic BC setup with multiple antennas. We first estimate the channel between the CE (PanA)
and the reader (PanB). Using the estimated channel, we design a projection matrix which is then
used as a beamformer in order to mitigate the DLI and decrease the required dynamic range of
the reader. Further, we derive the NP test assuming perfect CSI and a closed-form expression for
its performance for the detection of the END at the reader. We show that the dynamic range of the
system is significantly decreased and the detection performance of END at the reader increased
by using the projection matrix.

Moreover, a detector design without perfect CSI at the reader is left for future work. If required, the
proposed DLI supression algorithm can also be redesigned considering beam sweeping/beam
forming in the initial access to be able to detect transmitted symbols from the END during the
initial access phase.
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Chapter 4

Signaling / Optimal waveform design

Designing an optimal waveform is relevant to improve RF energy harvesting, as it affects RF-
to-DC efficiency. By optimizing the waveform design, the efficiency of the energy conversion
process can be improved, and more energy can be harvested from the RF signals. Waveforms
to ensure RF-to-DC efficiency gains, typically result in high peak-to-average power ratio (PAPR)
signals. As the term explains, the signal power level will fluctuate and peaks of higher radiated
power will occur periodically. At non-peak times, the transmitted power is remarkably lower than
the average radiated power. Although a high PAPR is not always desired in data communications
because of the requirements these signals pose to the PA specifically, they can be advantageous
in RF power transfer.

This study of alternative waveforms is motivated by the restrictions in radiated power. The REIN-
DEER deliverable D4.1 [1] already explained the regulations in the considered frequency bands.
Searching for techniques, e.g., generating different waveforms with an equal radiated power level,
which could consequently result in higher energy transfer efficiency, is therefore worth consider-
ing. This discussion does not focus on the regulations themselves. This analysis targets a fair
comparison between the optimized waveforms and a single tone signal. In order to do so, the
generic waveforms should have the same average power as a single tone waveform to investigate
potential efficiency gains.

The rectifier circuit is responsible for the RF-to-DC conversion. To show that efficiency gains are
achievable, the rectifier circuit must be inspected in more detail. The main electronic component
of a rectifier is the diode whose model can typically be represented by Equation (4.1).

iD = Is

(
e

VD
nVT − 1

)
(4.1)

Contrary to a capacitor, coil, or resistor, a diode is a non-linear electronic component, which is
clear from the previous model. The threshold voltage VT must be transcended to achieve an RF-
to-DC conversion. Theoretically, higher input amplitudes from the RF source could be converted
more efficiently than lower amplitudes due to the fact that the diode losses divided by the overall
rectified power decrease at higher amplitude levels. As a result, an optimized input signal can
yield efficiency gains.
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4.1 Supplying multi-sine signal to rectifier circuits

The rectifier circuit itself can be constructed in different ways, where the single diode rectifier and
the N -stage voltage doubler (with N the number of stages) are common rectifier circuits in RF
energy harvesters [37], [38]. In this analysis, we consider the single diode and one-stage voltage
doubler.

In general, a single diode rectifier is a circuit that uses a single diode to rectify the RF signal
into a direct current (DC) voltage. The single diode only allows current to flow in one direction,
effectively converting the alternating current (AC) signal into a pulsed DC signal. This type of
rectifier is simple, inexpensive, and efficient for low voltage inputs. However, it only rectifies half
of the input AC waveform, producing a lower DC output voltage compared to the voltage doubler
rectifier. A voltage doubler rectifier is a circuit that uses two diodes and two capacitors to double
the AC voltage by means of using both half cycles, and produce a higher DC output voltage. The
voltage doubler rectifier works by rectifying the positive and negative half cycles of the AC signal
and storing the energy in the capacitors. It is more efficient for high input power levels compared
to a single diode rectifier as described in [37].

The choice between a single diode rectifier and a voltage doubler rectifier for an energy harvester
will depend on the specific application and the desired output voltage and efficiency. The question
we here focus on is whether both circuits are suitable for input signals that differ from a single
tone signal.

To verify this, both rectifier circuits are simulated in Spice combined with a matching circuit. The
load is held constant at 10 kΩ. An RF schottky diode SMS7630 is selected. The circuits are
illustrated in Figures 4.1 and 4.2.

Vs

RANT LM1

CM1

LM2 D1

C1 Rload

Matching Circuit Rectifier DUT

Figure 4.1: Single diode rectifier circuit in PySpice simulations.

Vs

RANT LM1 C1 D2

D1 C2 Rload

Matching Circuit Rectifier DUT

Figure 4.2: One stage voltage doubler rectifier circuit in PySpice simulations.

To reduce the complexity of the simulations, multi-sine signals were constructed and the results
were compared with those of single sine continuous wave (CW) signals. In order to automatically
sweep over a wide input power range from −30 dBm to 20 dBm, PySpice was used. The rectifier
efficiency can be determined by dividing the output power dissipated in Rload by the input power
of the rectifier.
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In this comparative study, the full harvester efficiency is considered, including matching losses
and consequently reflections. Due to the nonlinear model of a diode, it is challenging to match
a rectifier circuit. Usually, the input impedance is determined by simulations or measured with a
VNA. Based on the obtained complex input impedance and using the Smith chart, an appropriate
matching network is proposed. The nonlinear model of the diode causes an additional input power
dependency, among the frequency dependency. This additional dependency means that the
matching circuit cannot ensure a perfect match over the entire input power range. In Figures 4.1
and 4.2, a matching network for both rectifier circuits is proposed.

The antenna is represented by an AC source combined with an antenna impedance RANT. In the
calculations and simulations, the antenna impedance is set to 50Ω. Suppose that the antenna
(consisting of Vs and RANT) is perfectly terminated with a 50Ω load and, as an exemplary value,
we want to dissipate 0 dBm of power in the terminated load, it is crucial to define the correspond-
ing amplitude that should be applied by the AC source Vs. Via Equation (4.2), the amplitude
magnitude of the frequency peaks of the multi-tone signal is calculated to dissipate an amount
of power PIN in a perfectly matched circuit (RDUT = RANT). Hereby, M is the number of tones.
Similarly, the amplitude for a single tone signal can be determined by taking M = 1.

VS,P = 2 ·
√
2 ·
√

10
PIN[dBm]

M·10 · 0.001[mW] ·RANT (4.2)

The overall harvester efficiency consists of the power dissipated in Rload divided by the power
dissipated in a perfectly matched antenna (RDUT = 50 ohm). Several simulations were performed
for both rectifier circuits with waveforms consisting of multiple tones for different input power
levels.
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(a) Single diode rectifier
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Figure 4.3: Comparison of efficiency for single and multi-sine signals for multiple input powers.

The results from Figure 4.3 show that for the single diode rectifier efficiency gains are achievable
with, when M , the number of frequency components, increases. However, with a voltage doubler,
the opposite effect is obtained. It turns out that the voltage doubler performance decreases with
increasing frequency components of the multi-sine signal. The clarification for this effect is that
the rectifier circuit no longer works as a true doubler.

Despite the fact that several researchers have aimed to increase RF-to-DC efficiency by applying
high PAPR signals, it turns out that these signals are not always beneficial for the harvester
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performance. [39] has described this phenomenon more in detail specifically for a voltage doubler
rectifier.

The single diode rectifier does demonstrate potential efficiency gains with increasing number of
sines. In previous simulations, the load was kept constant. However, in real situations, the loads
will fluctuate. [40] describes the efficiency by performing a sweep over multiple load values. This
analysis shows that a single diode rectifier can convert a single tone signal more efficiently to DC
at smaller resistive loads relative to higher resistive values.

4.2 Performance with a commercial harvester circuit

To check whether gains could be achieved in current applications, a commercially available har-
vester was used to measure whether multi-sine signals or higher PAPR signals yield efficiency
gains. In this measurement, the evaluation board for the e-peas AEM40940 IC [41] was selected,
which operates among others frequencies at 867MHz. The incoming RF signal was constructed
with three sine waves generated by three USRPs and combined with an RF combiner. The
strength of the frequency components of the combined signals were measured with a spectrum
analyzer to take cable and RF combiner losses into account. Then a single tone signal with the
same average power (by applying Parseval’s Power Theorem) was evaluated in a similar way.

Measurements with the commercial harvester showed that there are no gains achieved when
using multi-sine signals. Table 4.1 shows the results of an experiment where an average power
of −16 dBm is supplied at the input of the harvester for both single tone and multi-tone waveforms.
The latter is based on three combined sine waves. Our findings show that the efficiency is higher
with a single tone signal. In other words, imagine that a manufacturer wants to develop ENDs
and select, for example, this harvester, then the RF-DC efficiency will be higher if this harvester
receives a signal with one spectral frequency component.

Tone Peak 867 MHz [dBm] Peak 868 MHz [dBm] Peak 869 MHz [dBm] Total/avg. Psupply [dBm] DC power [dBm] Efficiency [%]

Multi −21.0 −20.2 −21.3 −16.0 −25.4 11.7
Single 0 −16.0 0 −16.0 −23.4 18.3

Table 4.1: RF-to-DC conversion efficiency measurement with the e-peas AEM40940 harvester
for both single tone and three-tone input signals.

The measurements with the existing harvester show that it is not necessarily advantageous to
feed a harvester circuit with a high-PAPR signal. Also, simulations with a voltage doubler and
research reported in [39] show that there is usually no achievable gain by supplying this type
of circuit with multi-sine signals. Nevertheless, high PAPR signals are found to be favorable for
single-diode rectifier circuits, and can result in efficiency gains.
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Chapter 5

Optimal hardware design

5.1 Introduction

The optimal hardware design for energy harvesting systems is one that maximizes energy con-
version efficiency while meeting the specific requirements and constraints of the application. This
requires a careful balance between the energy harvesting source, the energy storage, and the
power management subsystems. The design should also consider the physical form factor and
size constraints, as well as the expected operating environment and conditions.

Additionally, it is important to consider the trade-off between power consumption and data rate, as
well as the integration level of the components and subsystems to improve overall performance
and efficiency. By considering these factors and utilizing the latest technologies and advance-
ments in the field, an optimal hardware design for energy harvesting systems can be achieved.

5.2 Optimal transceiver design

In general, it can be stated that there is no optimal transceiver design in the sense of a global op-
timum. It heavily depends on the specific use case, the frequency of operation, and the signaling
schemes. However, a key goal is to maximize the overall power conversion efficiency along the
entire path from the powering antennas of the infrastructure to the end device and back to the
receiving antenna of the infrastructure. Of course, there are basic considerations that apply to
any optimization strategy for a wireless power harvester. These include:

• Avoiding the use of dedicated lumped element matching networks whenever possible, be-
cause real components do have losses. In general, introducing a matching network on the
end device can reduce the overall power efficiency by up to 50% (see D4.1 [1] for details).

• Applying broadband antenna matching. End devices, especially RFID tags, are often
placed in proximity to or even attached to different types of surfaces that will detune the
antenna to some extent. In cases where the antenna design is too narrowband, such de-
tuning may shift the resonance frequency to regions where the power carrier cannot be
received, resulting in heavily degraded performance.

• Considering the trade-off between power consumption and data rate when optimizing the
transceiver design. In some cases, a higher data rate may be required, but this may come
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Figure 5.1: Block diagram of the harvesting demonstrator to evaluate different use-cases.

at the cost of increased power consumption. In other cases, low power consumption may
be the priority, even if it means a lower data rate.

• Pursuing a high integration level of the components and subsystems in the design of the
transceiver. The more that can be integrated onto a single integrated circuit (IC), the higher
the overall efficiency can be. This is because integrated circuits can significantly reduce the
number of interconnections and passive components, which in turn reduces loss and im-
proves performance. In addition, integrated circuits can also help to minimize the physical
size and weight of the transceiver, which is particularly important for portable or mobile de-
vices. Integration can also help to improve the reliability and robustness of the transceiver.
By integrating multiple components and subsystems onto a single IC, the number of in-
terconnections and passive components is reduced, which can decrease the probability of
failure and improve overall performance. Furthermore, integrated circuits can also help to
simplify the transceiver design and reduce the complexity of the system, which can lead to
lower costs and faster time-to-market.

In summary, integration of the components and subsystems of the transceiver can significantly
improve the overall performance, efficiency, reliability and robustness, as well as reducing the
physical size and weight of the device, and simplifying the design process.

Overall, the transceiver design optimization process is a complex task that requires careful con-
sideration of various factors and trade-offs. It is important to consider the specific use case and
requirements, as well as the latest technologies and advancements in the field in order to achieve
the best possible performance and efficiency.

Therefore, we have developed a harvesting demonstrator. With this demonstrator we want to per-
form measurement campaigns in different use-case scenarios. The evaluation of the measure-
ments are used to outline the specification of an RF energy harvesting demonstrator operating
at different frequencies suitable for the different use-case objectives. Furthermore, by using this
demonstrator, it should be possible to account for the achievable array gain ratio, comparing the
RadioWeaves performance against conventional harvesting systems.

The basic block diagram is illustrated in Figure 5.1. The core element of the demonstrator is
based on a test IC fabricated for this project. It includes an analog front end (AFE), basically a
multi-stage charge-pump circuit which is very sensitive. With the specific design it is possible to
harvest uWatts of Power by providing sufficient voltage to drive digital logic or an ultra-low power
MCU. However, in order to measure the received power in a dynamic scenario, the demonstrator
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Table 5.1: Specifications of the Demonstrator Hardware

Specifications
Target min charge pump current 1µA
ADC resolution 92µV (15 bit/3V)
Measurement input current sensitivity 10 nA
Charge pump voltage range 0.2V . . . 2V
Demonstrator max supply current 20mA
Sampling rate 8Hz . . . 128Hz
Sensitivity −19 dBm

(1.5V DC out)

comprises a digital sub-system able of measuring and displaying the instant energy and power
levels. The measurement apparatus can also evaluate the energy condition over time and will
display the results. It has the ability to configure the DC load dynamically. This will not only
show the capabilities and limitations of the current charge-pump implementation, but also will
give insight on the amount of instant power available to use to supply different auxiliary circuits.
In order to make these features available, the demonstrator requires a battery source to drive
the on-board MCU, the display, and the measurement circuit. The test IC also requires voltage
supplies (3.3V and 1.1V). These voltages are solely necessary to supply the 80 pin IO-ring of
the multiplexers and level shifters to control the IC. This would not be necessary when all system
would be integrated to the IC. This solution was selected to create the possibility to perform true
measurements of the power conversion efficiency of the AFE without considering these additional
losses. Overall, it is a handheld device recording the available energy at a specific location
or in dynamic situations when moving around. Table Table 5.1 shows the specifications of the
demonstrator.

5.3 Joint-optimal circuit and antenna design

As mentioned, joint-optimal circuit and antenna design is crucial for achieving maximum energy
conversion efficiency. The circuit and antenna design have a strong interdependence, and opti-
mizing one without considering the other can lead to significantly sub-optimal results. One exam-
ple of a jointly-optimized circuit and antenna design is the use of impedance matching techniques
(also described in the REINDEER deliverable D4.1 [1]). Impedance matching is used to optimize
the power transfer between the energy harvesting source and the circuit. By carefully designing
the circuit and the antenna together, the impedance can be matched at the operating frequency,
resulting in maximum power transfer and improved energy conversion efficiency.

Another example is the use of frequency selective surfaces (FSSs) in the antenna design. FSS
can be used to selectively reflect or transmit specific frequency bands, which can be exploited
to optimize the energy harvesting performance. When combined with a properly designed cir-
cuit, FSS can significantly improve the overall energy conversion efficiency. The FSS can be
designed to shape the radiation pattern of the receiving antenna by reflecting or transmitting
certain frequency bands. This can be useful to enhance the energy received by the antenna
in certain directions, and reduce it in others, depending on the requirements of the application.
Furthermore, FSS can also provide a way to improve the antenna performance in the presence
of obstacles or in a multipath environment, by reflecting or transmitting certain frequency bands
in certain directions.
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Figure 5.2: Optimal antenna design, two variants: 915MHz and 2.45GHz.

In addition, the integration of the circuit and antenna can also play a key role in achieving a
joint-optimal design. By integrating the circuit and antenna on the same substrate, the number
of interconnections and passive components can be reduced, resulting in improved energy con-
version efficiency and simplified design. This is a technique that is attractive for sealed proximity
applications in the higher GHz domain.

Overall, the joint-optimal circuit and antenna design is essential for achieving maximum energy
conversion efficiency in energy harvesting systems. The circuit and antenna design should be
considered together and optimized for the specific operating conditions and requirements in order
to achieve the best results.

In this context, two examples on the results of optimal antenna design for the harvesting demon-
strator developed here are illustrated in Figure 5.2. It shows two variants: On the left, the 2.45GHz
match is displayed, along with the corresponding antenna pattern and return loss characteristics
across the frequency of interest. On the right, the 915MHz variant is shown, again with the cor-
responding antenna pattern and return loss. The target antenna pattern is usually selected to be
omnidirectional (or at least exhibit dipole characteristics) because there should not be any restric-
tion on the position or orientation of the EN device. The final return loss characteristic is a part of
the optimization procedure. The theoretical considerations regarding the optimal matching proce-
dure are described in D4.1 [1]. However, two important parameters have to be determined. One
is the parasitic impedance of the IC terminals (including package, terminal pins, cross-coupling,
and wire bonding between the pins and the silicon landing pads). The second parameter is the
nominal impedance of the charge-pump. The latter typically is the value at which maximum sen-
sitivity shall be achieved. These two parameters are usually obtained by simulations supported
with reference measurements.

In order to perform rapid prototyping, the antennas are usually fabricated with additional tun-
ing stubs. Implementations related to the harvesting demonstrator are illustrated in Figure 5.3.
The amount of tuning has to be evaluated by measurements an anechoic chamber. Here the
frequency of operation will be swept across the frequency bands of interest. In case the target
frequency is not at its maximum, the tuning stubs have to be cut at distinct position found by
iteration.
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Figure 5.3: Optimal antenna design, two variants: 915MHz and 2.45GHz, fabricated with addi-
tional tuning stubs.

As outlook and next steps, we want to evaluate the performance of the device in the anechoic
chamber to establish a ground truth in terms of achievable distance, possible instant power levels
and efficiency. The evaluation will be done solely in a SISO setup. Then, we want to evaluate
the performance in specific use-cases and finally we want to quantify the achievable gain in
RadioWeaves infrastructure.
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Chapter 6

Summary

This deliverable demonstrated a range of signal processing methods that facilitate the achievable
array gains of a RadioWeaves infrastructure: We presented geometry-based beamformers that
predict channel state information (CSI) based on geometric environment information and thereby
exploiting environment awareness. We evaluate their performance on synthetic aperture mea-
surements and compare them against a measurement-based beamformer subject to noisy CSI.
We additionally revealed the limits of random beamforming (also known as opportunistic beam-
forming). Fusing both measurement-based and geometry-based CSI of an environment-aware
infrastructure, we demonstrate a closed-loop approach that successively optimizes beamforming
weights to gain improved CSI by exploiting the wireless positioning feature of a RadioWeaves
infrastructure. Our evaluation based on synthetic aperture channel measurements demonstrates
that the achievable gains of physically large apertures operating at sub-10GHz can lift the receiv-
able power at the device side from the microwatt to the milliwatt range while transmitting over
distances greater than 10 meters.

A RadioWeaves infrastructure benefits from massive deployments of antennas leveraging array
gains and diversity. Our beamforming scheme for bistatic backscatter communication demon-
strates how beamforming weights can be designed to decrease the necessary dynamic range
(and power consumption) of the infrastructure and increase the detection performance of energy
neutral (EN) devices. Utilizing simulations, we can demonstrate significant gains by exploiting
spatial diversity. This allows us to use low-resolution ADCs which are low-cost and more energy-
efficient than high-resolution ones.

In Chapter 2, we were focusing on the RF-to-RF efficiency of the system with a particular focus
on geometric modeling of wireless propagation mechanisms. To get a complete picture of the
end-to-end efficiency of a wireless power transfer system, we see that the interplay of its individ-
ual components may unveil challenges beyond a (sometimes theoretical) analysis of its individual
building blocks. Circuit simulations and measurements shine light on these challenges: Recent
literature indicates that frequency diversity (facilitating e.g. high-PAPR waveforms) may be ex-
ploited to benefit from the nonlinear behavior of EN device front-ends and increase their energy
harvesting (EH) efficiency. By means of simulation and measurement, however, we were not able
to confirm this gain with actual EH hardware, as demonstrated in Chapter 4. Combined with the
losses incurring due to broadband matching and increased hardware complexity, our analysis
indicates that the harvesting efficiency of an EN device may benefit from a single-tone waveform.

To enable more dedicated experiments and measurements, we designed a demonstrator of an
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EH device presented in Chapter 5 and discuss the challenges that come along. We demonstrate
a method of directly matching the EH circuit to the antenna and thereby omitting a lossy matching
network, which results both in an efficient design and a small form factor.

In summary, the analyses presented in this deliverable prove many of the achievable gains
promised in the REINDEER deliverable D4.1 [1], where we particularly highlighted the unprece-
dented efficiency attained with large arrays operating at sub-10GHz. The synergies of environment-
awareness (including positioning, mapping and geometry-based beamforming) and measurement-
based beamforming will be more closely investigated in deliverable D4.3, constituting the conclud-
ing work of the REINDEER consortium in WP4.
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Appendix A

MISO channel model

In [12], we introduced a geometry-based channel model for WPT with isotropic antennas. This
initial model is based on an image source model [42], where SMCs originating from extended, flat
surfaces, e.g., walls, are modeled by mirroring the antennas ℓ of a transmitting RW across these
surfaces. We model k ∈ {1, . . . , K} SMCs including the LoS, where each reflection is associated
with a reflection coefficient γk. We extended the model in [1] to accommodate antennas with
arbitrary gain patterns G(θ, φ), where θ and φ are elevation and azimuth angles within the local
coordinate system of each antenna ℓ. Furthermore, possible polarization losses gpolk,ℓ due to a
polarization mismatch between transmit and receive antennas as well as polarization shifts due to
reflections are accounted for. Our most complete channel model is defined in [8], where we model
the visibility of an SMC through a visibility vector χk. This becomes of particular significance with
distributed RWs and physically large arrays where specific SMCs are only visible over a part of
the antennas. To consider these effects, we define the radio channel h as

h =
K∑
k=1

hk(p) + hDM (A.1)

consisting of K SMCs related to the environment geometry, and diffuse multipath denoted as
hDM.

Specular Multipath

Each SMC channel vector hk(p) is modeled as

hk(p) = Ak(p)Gk(p)bk(p) (A.2)

with the matrices Ak(p) = diag([χk,1(p) . . . χk,L(p)]) accounting for the SMC visibility1 per array
element, where

[χ]ℓ =

{
1, component visible
0, component not visible

(A.3)

1Please refer to the appendix of [10] for a description on how to compute the visibility vector χk.
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and Gk(p) = diag([gk,1(p), . . . , gk,L(p)]) containing the gain pattern values of each transmit
antenna ℓ and the receive antenna as well as the SISO path loss, i.e.,

gk,ℓ(p) =
√
Gt,ℓ

√
Gr

λ

4πdk,ℓ
γkg

pol
k,ℓ , (A.4)

where the dependency on the look angles is omitted for notational brevity and dk,ℓ is the distance
of each antenna ℓ from each mirror source to the EN device.

The vector bk(p) = [e−jk0dk,1(p) . . . e−jk0dk,L(p)]T contains the phase shifts due to the distances
dk,ℓ traveled from the RW to the EN device, with k0 =

2π
λ

denoting the spatial angular frequency.

Diffuse Multipath

The DM contained in hDM is used to represent an often large number of components that are
either not resolvable due to the measurement aperture or cannot be related to the environment
without involved modeling, e.g., ray-tracing. A number of statistical models are popular in the
literature. In [43], surface roughness was used to model non-specular reflections, allowing a
smooth transition from specular to diffuse reflection. In [44] an autoregressive process was used,
whereas [45], [46] model the DM as the result of the convolution of the transmit signal with
a random process. A geometry-related approach was taken in [8], [47], [48], where randomly
distributed point source scatterers are used to model diffuse paths.
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Appendix B

Reciprocity Property of Radio Channels

A two-port

S =

[
S11 S12

S21 S22

]
(B.1)

given through its respective S-parameters is called reciprocal if S is symmetric [49, p. 181f.].
When acquiring radio channels between antennas, e.g., antenna 1 connected to port 1 of a VNA
and antenna 2 connected to port 2, we usually measure the S21(f) parameter. It defines the
amplitude and phase of a power wave amplitude b2 ∈ C transmitted to port 2 given that a power
wave amplitude a1 ∈ C is incident at port 1 and no power wave a2 is incident at port 2 (i.e., port 2
is perfectly matched) thus,

S21 =
b2
a1

∣∣∣∣
a2=0

. (B.2)

When a EN device transmits a pilot sequence from its antenna to a RW with Lt antennas, then the
elements of a single-input multiple-output (SIMO) channel vector are estimated, i.e., estimates of
S12(f)ℓ ≜ [h(f)]ℓ, between a RW antenna ℓ ∈ {1 . . . Lt} and the EN device antenna. Through
the reciprocity property, i.e., S12(f)ℓ = S21(f)ℓ, the same channel vector h(f) is both the SIMO
channel vector in the uplink and the MISO channel vector in the downlink. Thus, by computing
downlink precoding weights w on a channel estimate ĥ acquired (e.g., measured) on the uplink,
the reciprocity property is inherently exploited, hence the term reciprocity-based precoding.

It should be mentioned, however, that the RF chains within an EN device frontend are in general
different in the transmitting and receiving modes, thus the reciprocity property is not given for
this part of the channel. Related work on that subject investigates how to deal with these non-
reciprocal transmit/receive chains [50].
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Appendix C

Confidence associated with uncertainty
intervals

To elaborate the confidence associated with the nσ-intervals depicted in Fig. 2.2, we compute the
confidence levels

ς(n)(SNR) =
mn(SNR)

M
(C.1)

as the ratio of realizations mn within the interval to the number of realizations M generated
in the MC analysis. We choose M = 106 for this analysis and compute ς(n)(SNR) for n ∈
{1, 2, 3} versus the quality of CSI expressed through the channel SNR for both the amplitude |y|
and the path gain PG. In more detail than elaborated in Section 2.1.2, the results in Fig. C.1
show that the confidence levels ς

(n)
|y| (SNR) for the amplitude corresponds well with the respective

confidence levels of a Rayleigh-distribution, while the confidences level ς(n)PG(SNR) for the path
gain corresponds with the respective confidence levels of a chi-squared distribution in the low
SNR regime. Transitioning to the linear regime, both the distribution for the amplitude |y| and the
distribution for the path gain PG approach a normal distribution. The confidence levels ς

(n)
|y| (SNR)

and ς
(n)
PG(SNR) for a random realization of an amplitude |y| and respective path gain PG to be

located in within the nσ-intervals consequently match with the corresponding confidence levels
of a normal distribution.
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Figure C.1: Confidence levels ς(n)(SNR) that a random realization of an amplitude |y| or path
gain PG is located within the interval PGR ± nσ with PGR from (2.14) versus the channel SNR
defined in (2.12). The confidence levels have been computed by evaluating C.1 on a MC analysis
with M = 106 realizations. The three lines corresponding to a single linestyle correspond to the
variations of n = {1, 2, 3}. The confidence levels correspond to the intervals depicted in Fig. 2.2.
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