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Executive Summary

In this deliverable, different aspects of initial access specific to RadioWeaves networks are stud-
ied. Initial access in the broader context includes all processes and phases needed to establish
communication. Following this, three phases are defined and investigated, i.e., network set-up,
de-registered and registered mode operation. The former embodies all synchronisation and cal-
ibration required to perform coherent processing. In de-registered mode the user equipments
(UEs) are unknown to the network and need to be registered. After registration, all communica-
tion is in registered mode (still requiring multiple access schemes).

A frequency synchronisation protocol is proposed to achieve coherent operation between geo-
graphically distributed antenna arrays. This is required during the set-up phase of the network
and, afterwards, to remain coherent. Subsequently, during de-registered mode, challenges such
as powering energy neutral (EN) devices and obtaining system information are examined. An
initial access scheme to power EN devices without channel state information (CSI) is given.

The high degrees-of-freedom in RadioWeaves, due to the number of spatially separated re-
sources, demand and allow to be exploited to optimise routing and resource allocation. To do
so, we explore routing resource allocation in RadioWeaves systems, where we are inherently
constrained by the connections between contact service points (CSPs) and edge computing ser-
vice points (ECSPs). Building on top of that, we devise a framework to orchestrate federations
to dynamically allocate resources depending on the served UEs, channel conditions, application
requirements and available resources.

As a consequence of the high variety of application characteristics e.g., low power or low latency
constraints, different access techniques are devised. Grant-based access schemes are studied
for ultra-reliable low-latency communications (URLLC). Different activity detection schemes are
proposed to accommodate the support of simultaneous access for a high number of devices. For
this, grant-free access schemes are presented exploiting features unique to RadioWeaves sys-
tems. We explore the impact of antenna deployment topologies on the activity detection schemes.
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Chapter 1

Introduction

Prior to any form of communication, the network itself needs to be initialised. After this setup,
devices can perform initial access to derive information regarding the network (or cell) and do up-
link synchronisation. Subsequently, the devices can request to use the available radio resources
to communicate wirelessly. Here, we focus on the different steps and define the terminology and
concepts used throughout the document. It also outlines the different chapters of this deliverable.
The document is divided into two parts. Part I focuses on all phases done in de-registered mode.
The user equipments (UEs) are in this mode when the network is unaware of their presence or
intent. Part II addresses the registered mode operations, where the UEs have performed the
initial access procedure and are thus known to the network. To improve the network efficiency of
the RadioWeaves system, we considered the method of separation of concerns, which is elab-
orated first, beforehand in Section 1.2. The section highlights the methodology and pitfalls that
need to be taken into account when designing methods for communication and initial access in
RadioWeaves.

The presented work has adopted the terminology introduced in Deliverable D2.1 [37, Chapter 2].
To understand this deliverable, we will briefly recapitalise the major deviations from conventional
terminology for this deliverable. As a consequence of the distributed and densely populated
resources of the RadioWeaves infrastructure, in combination with a variety of application require-
ments, new terminology was introduced. A RadioWeaves network consists of one or more edge
computing service points (ECSPs) connecting different contact service points (CSPs). The EC-
SPs are connected to the back-haul and serve as dedicated processing units, while CSPs are
equivalent to the conventional access points (APs). We adopted a new terminology as the current
APs only provide communication; this in contrast to CSPs, which provides power, communication
and sensing. For a more elaborate definition and more details, we refer the readers to consult
the defined terminology in [25] and Deliverable D2.1 [37, Chapter 2].

1.1 Deliverable Outline

Network Set-up Next to this, due to the high number of resources in RadioWeaves, the net-
work can optimise its resource allocation and routing through the network, which is dis-
cussed in Chapters 4 and 5. In contrast to other systems, the RadioWeaves setup can be
physically tailored to the devices and applications in the network. Also, new services are
supported,e.g., wireless power transfer (WPT) requiring different resources and network
structure than, e.g., communications.
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Uplink Synchronization and Initial Access Although being widely used in different contexts,
we will make here a clear distinction between initial access and all other forms of retrieving
access. The term initial access will denote all procedures related to getting the first access
to the network. This entails that no prior information is available at the UE or network. The
initial access consists of, e.g., uplink synchronisation and random access procedures to
retrieve information of and access to the network. Besides synchronisation, energy neutral
(EN) devices need to be discovered and powered during initial access. This is elaborated
in Chapter 3. Before the initial access , the UE is in de-registered mode, meaning that is
not known to or admitted by the network. After a successful initial access procedure, the
UE is known to the network and enters the registered mode.

Note, that the initial access procedures are not considered in the latency performance anal-
ysis. In practical scenarios, low-latency applications require only a low latency after the first
connection to the network.

Uplink and Downlink Communication There are two approaches taken to send/receive up-
link/downlink data, i.e., i) grant-free and ii) grant-based access. In the latter, the intended re-
sources are scheduled by the base station, being Next Generation Node B (gNB) in 5G New
Radio (NR) terminology. For the uplink, each scheduled device will get a scheduling grant
containing the reserved time/frequency/spatial resources. While the grant-based approach
has worked for previous cellular standards, it inherently increases the latency [31] (w.r.t.
intent of uplink transmission) and also mandates that the UE continuously monitors the
downlink control channel, drastically reducing the battery lifetime, which is detrimental for
energy-neutral devices. On top of that, the devices need to first request uplink access by
issuing a scheduling request, further impacting the latency and energy consumption. Ev-
idently, for a number of use cases, as discussed in [40], a grant-free method is preferred.
Several protocols are presented in Chapter 3 using a grant-free approach to detect active
devices.
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1.2 Improving network efficiency by separation of concerns
in Distributed-Massive MIMO

A good system design is the foundation that enables an energy-efficient design of an entire net-
work. The current 3GPP 5G NR specification is an ultra-lean standard that is already a powerful
enabler of low network-energy usage. The most important asset from an energy-performance
perspective going forward to 6G is to maintain the ultra-lean properties that NR is based on,
enabling up to 160m sec of transmission-free periods [3]. Here we discuss additional means to
further enhance the energy efficiency of 6G (beyond that of 5G/NR), and motivate why these po-
tential enhancements are especially important for energy efficient operation of distributed MIMO
(D-MIMO) deployments, such as RadioWeaves.

The NR specifications today provide signalling support for idle-mode UEs to see the full set of
beams, bands, and nodes that are configured and that can be made available in active mode.
The need for this observability is questionable, given the cost of the associated transmissions
resulting in reduced sleep possibilities. In a D-MIMO system, with a very large number of service
points each with several beams, the total number of always active beams would quickly become
very large. Such a design can easily result in an unnecessarily high network energy consumption,
for the relatively simple tasks of supporting basic idle mode network functions such as system
information broadcast, paging, and random access. Hence, the introduction of D-MIMO in future
standards calls for better separation of signalling to support idle mode functions and signalling to
support user plane data transfer.

In addition, one should strive to design functionality to be self-contained, refraining from the reuse
of signals specified for one functionality to support other functionality. This may sound counter-
intuitive, but experience shows that the associated dependencies between different functionalities
often prevent desirable sleep-mode possibilities. An example is, that active-mode synchronisation
in NR relies on the same set of synchronisation signal block (SSB) signals as UEs use for cell
search in idle mode. There is work ongoing in 3GPP to relax this requirement for some use-
cases, e.g. related to active mode mobility. But the fundamental structure of the NR standard is
still that every active-mode signal has a quasi-co-location relation with an SSB. There are “non-
cell defining SSBs” defined in the NR standard (SSBs that cannot be detected by UEs in idle
mode) and this concept could be extended further. But for now, this still implies that SSBs cannot
be dynamically beam-formed or deactivated (in the same way that cell-specific reference signals
(CRSs) in the 4G LTE standard cannot). Any signal that is used to define a cell (like an SSB in
NR or a CRS in LTE) needs to use static beam-forming and always be on to avoid time-varying
coverage holes. This limits the energy-efficiency gains from dynamic deactivation of nodes, for
example in a distributed MIMO system.

We also lack a multi-cell-covering physical-layer broadcast channel in NR. The system information
is instead transmitted on a cell, or even on a beam, basis which result in a lot of repetition. The
same is true for paging messages that could also benefit from a multi-cell broadcast channel.
With a stricter separation of active and idle mode in 6G, a system function relying on a multi-cell
physical-layer broadcast channel (for system information, paging, and random-access response)
could be optimised independently from all active mode channels. In addition, it would be possible
to add more capacity for active mode when needed, without impacting the idle mode broadcast
transmissions. Note that such a network separation between active and idle mode would require
an extremely fast procedure to transition UEs from the “idle mode part” of the system to the “active
mode part” of the system.
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There are several fundamental differences between a traditional “cellular” MIMO scenario and D-
MIMO scenario, see Figure 1.1. These fundamental differences motivate a redesign of how idle
mode network functions (i.e., system synchronisation, system information broadcast, paging, and
random access response) are designed to enable better support for D-MIMO scenarios. Some
typical differences are:

• Traditional “cellular” MIMO scenario

– The base station is surrounded by UEs (e.g. orders of magnitude more UEs than base
stations).

– The base station has more antenna elements than the UE (e.g., in a typical scenario
there may be 64 base station antenna elements and 1-4 UE antenna elements).

– All base stations are participating in transmitting wide-beam signals even when there
are no ongoing data transmissions (e.g., SSB transmissions for synchronisation, sys-
tem information broadcast transmissions, paging transmissions, etc.).

• RadioWeaves scenario

– The UE is surrounded by contact service points (the number of UEs and CSPs may
be of the same order of magnitude).

– The number of antenna elements on the UE and on the CSPs are similar (e.g. in a
typical scenario the number of UE and CSP antenna elements may be in the range
between 1 and 8. CSPs in a D-MIMO system need to be small and low cost and that
typically implies that the D-MIMO CSPs cannot have as many antenna elements as
a traditional massive MIMO base station. Most UEs will have more than one antenna
element.

– Only a subset of the CSPs are needed for transmitting wide-beam signals (e.g. syn-
chronisation signals, system information broadcast transmissions, paging transmis-
sions, etc.).

– Most CSPs need only be active during data transmission (in order to ensure multi-user
communications with high spectral efficiency).

In the discussions for next-G technologies, there is a tendency for demanding requirements from
one technical area to propagate into other technical areas. This has been an issue already
in earlier standards, one example of this is the cell reference signals (CRSs) in 4G LTE that
was originally intended to be used only for demodulation of physical downlink control channel
(PDCCH) and physical downlink shared channel (PDSCH) but ended up being used also for
supporting active and idle mode mobility. Thereby the CRSs could never be deactivated, even
when no downlink control or data channels were transmitted since that would break the mobility
functions of the system. To support active and idle mode mobility much simpler (i.e., less costly to
always maintain) signals could have been used instead, but the mixing of requirements prohibited
this. Similarly, in 5G NR the SSB is used both as a reference to acquire system information
broadcast (for UEs in idle mode) as well as for active mode beam management. This results
in conflicting requirements where the most stringent requirement wins, in this case, the need
to observe all possible beams that may be used by the UE in idle mode. As a consequence,
the system information broadcast in 5G NR needs to be repeated in all beams and in all cells.
A simpler and more efficient solution to achieve area covering broadcast of system information
(such as using a single frequency network (SFN) transmission format) cannot be used since that
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would negatively impact the active mode beam management.

For 6G discussions on “joint communication and sensing” run the risk of producing similar re-
quirement conflicts, resulting in inefficiencies. The support for extreme capabilities such as ex-
tremely high data rates with corresponding extreme transmission bandwidths, extremely low and
predictable latency and extreme reliability are important to enable the wide range of use cases
envisioned for 6G. At the same time, such capabilities come with a cost in terms of network
energy consumption. It is crucial that this is then limited to the situations when the specific ca-
pabilities are required and do not spill into the network operation in general. Hence, it is key to
prevent requirements for active mode from also applying to idle mode network operation. This
can be assured by a stricter separation between the various functions in future networks.

Figure 1.1: A traditional cellular MIMO scenario (a) and a distributed MIMO scenario (b) are different in
several fundamental aspects. Note the black and grey CSPs in the right figure: The black CSPs illustrate
CSPs that are constantly transmitting idle mode broadcast signals (performing e.g., SSB beam sweeping,
system information broadcast, etc.) in idle mode, and the grey CSPs indicate CSPs that are only active
during user plane data transmission and/or reception. In the left figure, all base stations are black, indicat-
ing that they are constantly transmitting idle mode broadcast signals.
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Part I

Network Set-up and De-Registered Mode
Operation
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Chapter 2

Carrier Frequency Synchronization

Coherent reception of the signal at the user, which requires synchronization among the distributed
transmitters, is critical to achieving the benefits of distributed architectures such as RadioWeaves.
However, in practice, achieving synchronization is a challenging problem. Each transceiver in a
communication system is equipped with a local oscillator circuit that generates carrier frequency
based on a reference crystal oscillator. Due to mismatches in the reference oscillator circuits,
different transceivers generate different carrier frequencies. Furthermore, the generated frequen-
cies drift over time, for instance, due to fluctuations in temperature and voltage. Hence, the
carrier frequency at different transceivers will be different. This results in a carrier frequency off-
set between any two transceiver nodes, which degrades the performance of the communication
system. In order to avoid this problem and to achieve carrier frequency synchronization in the
Global System for Mobile Communications (GSM) systems, frequency correction burst signals
(FBs) are sent periodically through the frequency correction channel (FCCH) [1]. After listening
to FBs, receivers tune their local oscillators to match their carrier frequency with the transmitter.
Different carrier frequency synchronization techniques were studied for a point-to-point orthogo-
nal frequency-division multiplexing (OFDM) system in [50, 72, 79].

The synchronization techniques developed for a point-to-point communication system do not ex-
tend directly to a distributed communication system. This is because the receiver observes a
combined signal from different transmit nodes. One possible way to achieve carrier frequency
synchronization is to provide a common carrier frequency to these distributed transmit nodes
through a wired fronthaul network. However, this is not a scalable solution as the number of dis-
tributed transmitters increases. To address this issue, over-the-air carrier synchronization meth-
ods were studied in [4, 19, 77]. AirShare technique proposed in [4], uses a dedicated emitter to
transmit two low-frequency tones over the air. The distributed transceivers use a dedicated circuit
to receive these tones and generate their reference signal with the frequency equal to the differ-
ence of the two tones. This technique is robust to variations in temperature and supply voltage
at the emitter. However, it uses out of band frequency resources. In AirSync technique studied
in [19], a primary AP transmits pilots continuously in the out of the data transmission band. The
secondary APs receive these pilots to estimate the frequency offset. This technique requires
continuous transmission of the pilots from the primary AP and one dedicated receive antenna at
each secondary AP. A pilot signaling between anchor APs, which form a connected cover of the
network, in a special synchronization slot to estimate the frequency offset is proposed in [77].
These estimates are exchanged through a wired fronthaul connecting the distributed transmit
nodes. The scheme requires geographically dispersed anchor nodes and requires high anchor
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Figure 2.1: Distributed RadioWeaves array deployment system model.

AP density.

In this section, we discuss an over-the-air, carrier frequency synchronization protocol based on
digital beamforming, which we shall refer to as BeamSync, for distributed multi-antenna CSPs
in RadioWeaves infrastructure. In BeamSync, we consider one of the CSPs as the primary
CSP and others as secondary CSPs, which need to synchronize with the primary CSP. Beam-
Sync removes the requirement of dedicated circuits for synchronization at transceiver nodes un-
like [4, 19]. Moreover, the scheme does not exchange calibration data through wired fronthaul
connections and enables a faster carrier frequency synchronization. BeamSync exploits the diver-
sity benefits of the multiple antennas at each CSP to beamform the synchronization signal. The
primary CSP beamforms the frequency synchronization signal towards the secondary CSPs in
the dominant direction of the channel between the primary and secondary CSPs. The secondary
CSPs estimate their frequency offset with respect to primary using signal processing techniques.
We show that the optimal beamforming direction, which minimizes the offset estimation error, is
the dominant direction of the channel1 between the CSPs in which the signal is received.

2.1 System Model

We consider a distributed RadioWeaves array deployment, which consists of multiple geographi-
cally separated CSPs communicating simultaneously to the users as shown in Figure 2.1. Each
CSP is equipped with multiple antennas, each with its own radio frequency (RF) chain, and one
local oscillator circuit to generate the carrier frequency. There is no mismatch between the carrier
frequency among RF chains in the same CSP, as all of them are driven by the same oscillator cir-
cuit of the CSP. However, the carrier frequencies generated at different CSPs will differ. Hence, to
synchronize the carrier frequency among the CSPs to a common reference, we nominate one of
the CSPs as the primary CSP and consider its carrier frequency as the reference. The remaining
CSPs, which we refer to as secondary CSPs, synchronize with the primary.

Let Ns denote the number of secondary CSPs. Let Mp denote the number of antennas at

1The dominant direction is here defined as the singular vector corresponding to the largest singular value of the
channel.
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the primary CSP and Ms,i denote the number of antennas at the ith secondary CSP, for i ∈
{1, 2, . . . , Ns}. Let Gi ∈ CMp×Ms,i denote the complex channel gain matrix between the primary
CSP and the ith secondary CSP. We assume that the channel is reciprocal. Let fp and fs,i de-
note the carrier frequencies at the primary CSP and the ith secondary CSP, respectively. Then,
the carrier frequency offset of the ith secondary CSP with respect to the primary CSP is given
by ∆i = fp − fs,i. Each of the secondary CSPs estimates its ∆i and compensates during data
transmission to the users.

2.2 BeamSync Protocol

We describe the BeamSync protocol for one secondary CSP. For simplicity, we drop the index i
of the secondary CSP in the notations. Therefore, Ms, G ∈ CMp×Ms , and ∆, denote the number
of antennas at the secondary CSP, the channel matrix between the primary and secondary CSP,
and the frequency offset, respectively. The protocol consists of two stages described as follows:

Stage-I

The secondary CSP transmits an orthonormal pilot sequence of length τp ≥ Ms from each of
its antennas. Let the columns of the matrix Φ ∈ Cτp×Ms , where ΦHΦ = Iτp , denote the set of
orthonormal pilot sequences. Let ϕ(n), denote the nth row of Φ. Thus, at the nth time instant, the
signal received at the primary CSP yp ∈ CMp×1 can be expressed as

yp(n) =
√
ρGϕH(n)ej2πn∆ +wp(n), (2.1)

where ρ is the normalised signal-to-noise ratio (SNR) and wp(n) ∈ CMp×1 is the additive noise
with each of the elements independent and identically distributed (i.i.d.) CN (0, 1). Let

D∆,τ = diag{ej2π∆, ej2π2∆, . . . , ej2πτ∆} ∈ Cτ×τ . (2.2)

The collective signal received in τp time instants at the primary CSP, Yp = [yp(1) yp(2) · · · yp(τp)],
can be written as

Yp =
√
ρGΦHD∆,τp +Wp, (2.3)

where Wp = [wp(1) wp(2) · · · wp(τp)].

Stage-II

The primary CSP processes the signal Yp received in stage-I and determines a beamforming
vector a ∈ CMp×1 such that ∥a∥=1. It then beamforms a length N frequency synchronization
signal x. The received signal at the secondary CSP, ys(n) ∈ CMs×1 at the nth time instant is
given by

ys(n) =
√
ρGTax(n)e−j2πn∆ +ws(n), (2.4)

where x(n) is the nth component of signal x and ws(n) ∈ CMs×1 is the additive noise with
independently and identically distributed (i.i.d.) CN (0, 1) entries. The collective signal received
over N times instants at the secondary CSP, Ys = [ys(1) ys(2) · · · ys(N)], can be written as

Ys =
√
ρGTaxTD∗

∆,N +Ws, (2.5)
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where Ws = [ws(1) ws(2) · · · ws(N)]. Secondary CSP needs to estimate its frequency offset
∆, with respect to the primary CSP via (2.5). The channel G and the beamforming vector a are
unknown at the secondary CSP. Let b = GTa denote the effective channel. Then (2.5) can be
rewritten as

Ys =
√
ρbxTD∗

∆,N +Ws. (2.6)

The joint maximum likelihood estimates of b and ∆ are given by

(b̂, ∆̂) = argmin
b,∆

∥Ys −
√
ρbxTD∗

∆,N∥2. (2.7)

Solving (2.7) using non-linear least squares estimation in Gaussian noise [59, Sec. 8.9] with b
as nuisance parameter, estimates of b and ∆ are given by

b̂ =
YsD∆,Nx

∗
√
ρ∥x∥2 , (2.8)

∆̂ = argmax
∆
∥YsD∆,Nx

∗∥2. (2.9)

The secondary CSP uses ∆̂ to de-rotate its transmitted signals to synchronise with the primary
CSP.

2.2.1 Optimal Beamforming Direction

In this subsection, we derive the optimal beamforming direction that minimises the offset esti-
mation error. We look at the conditions for which the Cramér-Rao lower bound (CRLB) on the
estimate of ∆ is minimised.

Let (·)R and (·)I denote the real and imaginary parts of a complex number, respectively. Then
b = bR + jbI and ys(n) = ysR(n) + jysI(n). Let

θ = [bT
R bT

I ∆]T, (2.10)

be the unknown parameter at the secondary CSP. From (2.6), the signal received at the nth

time instant, ys(n) is distributed as CN (
√
ρbx(n)e−j2π∆n, I). We assume that the frequency

synchronisation signal x is real-valued. Thus, ȳs(n) = [yT
sR(n) y

T
sI]

T(n) ∈ R2Ms×1 is distributed
as N (µn(θ),C(θ)), where µn(θ) and C(θ) denote the mean and covariance of ȳs, respectively
parameterised by θ, and are given by

µ(θ) =
√
ρx(n)

[
bR cos(2πn∆) + bI sin(2πn∆)
−bR sin(2πn∆) + bI cos(2πn∆)

]
, (2.11)

C(θ) =
1

2
I2Ms . (2.12)

Using the Slepian-Bang theorem [59, Sec. 3.9], each element of the Fisher information matrix
(FIM) of θ at the nth time instant, Jn(θ) ∈ R(2Ms+1)×(2Ms+1), can be computed as

[Jn(θ)]k,l =

[
∂µ(θ)

∂θk

]T

C−1(θ)

[
∂µ(θ)

∂θl

]
+

1

2
tr

[
C−1(θ)

∂C(θ)

∂θk

C−1(θ)
∂C(θ)

∂θl

]
, (2.13)

where [·]k,l denotes the (k, l)th element. By computing the partial derivatives of (2.11) and (2.12),
we obtain

Jn(θ) = 2ρx2(n)

 IMs 0 2πnbI

0 IMs −2πnbR

2πnbT
I −2πnbT

R 4π2n2∥b∥2

 . (2.14)
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The received signal ys(n) is independent for different time instants. Thus, using the additive
property of FIM, the overall FIM of θ, J(θ), is given by

J(θ) =
N∑

n=1

Jn(θ). (2.15)

The CRB of ∆̂ can be computed from J(θ) as

CRB(∆̂) =
[
J−1(θ)

]
2Ms+1,2Ms+1

, (2.16)

which is the lower right corner element of J−1(θ). Using the inverse of a block partitioned ma-
trix [49, Sec. 0.7.3], the CRB of ∆̂ is given by

CRB(∆̂) =
1

8π2ρ∥b∥2
(∑N

n=1 n
2x2(n)− (

∑N
n=1 nx

2(n))2∑N
n=1 x

2(n)

) . (2.17)

From (2.17), the CRB of ∆̂ will be minimized when ∥b∥2 = ∥GTa∥2 is maximized. Let the
singular value decomposition (SVD) of the channel G be

G = UΣVH, (2.18)

where U ∈ CMp×Mp and V ∈ Cτp×τp are unitary matrices and Σ ∈ RMp×τp is a diagonal matrix
with singular values of G in decreasing order. Then,

∥GTa∥2 = aHG*GTa

= aHU*ΣΣTUTa.
(2.19)

From (2.19), ∥GTa∥2 is the Rayleigh quotient of matrix G∗GT with vector a and can be maximised
by choosing a = u∗

1. Vector u1, is the first column of matrix U. Hence, the optimal beamforming
direction a, corresponds to the dominant direction of the channel in which the signal is received
at the secondary CSP.

From (2.17), for estimating ∆, the synchronisation signal length N should be at least 2. Moreover,
from (2.17), the frequency offset estimate ∆̂ can be improved by increasing the SNR ρ, as well
as increasing the synchronisation sequence length N .

2.2.2 Estimating Beamforming Direction in BeamSync

From Sec. 2.2.1, it is evident that the optimal direction to beamform the synchronization signal is
the dominant direction of the channel in which the secondary CSP receives the signal from the
primary CSP. In practice, the channel G is not perfectly known at the primary CSP. However,
as the channel is reciprocal, the primary CSP can estimate the dominant direction of the signal
received from the secondary CSP, without the need to estimate the channel. The primary CSP
listens to the pilot signal Φ which is transmitted in all directions by the secondary CSP in Stage-I of
synchronization protocol and computes the dominant direction in which the signal was received.
It can be mathematically expressed as SVD of Yp given by

Yp = UpΣpV
H
p , (2.20)
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where Up ∈ CMp×Mp and Vp ∈ Cτp×τp are unitary matrices and Σp ∈ RMp×τp is a diagonal matrix
with singular values of Yp in decreasing order. The columns of Up correspond to the direction
of the received signal ordered according to the dominance of power received in each direction.
Hence the optimal beamforming direction is given by a = u∗

p1, where up1 is the first column of Up.
As SNR increases, the primary CSP will be able to perfectly determine the dominant direction of
the channel asymptotically, i.e., up1 → u1.

2.2.3 Over-The-Air Carrier Synchronization Protocol

We generalize the proposed BeamSync protocol for multiple secondary CSPs and the commu-
nication flow is shown in Figure 2.2. During the cold start or initialization of the entire commu-
nication system, all the distributed transceivers will be out of sync. After the initial power up,
all the secondary CSPs will synchronize with the primary CSP in a sequential fashion using the
BeamSync protocol. Afterwards, the distributed CSPs can start joint coherent transmission to the
users in the data transmission phase. Moreover, as the carrier frequency synchronization is done
over-the-air without the need of wired fronthaul connections, it enables a faster carrier frequency
synchronization.

Primary Secondary-1 Secondary-2 Secondary- Users

Coherent transmission from all 
distributed panels to users

Sy
nc

hr
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io
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D
at

a 
tr

an
sm

is
si

on

Pilot from users for channel estimation between users and panels

Pilot 

Pilot 

Pilot 

Sync Signal 

Sync Signal 

Sync Signal 

Channel

Estimates 

Estimates 

Estimates 

Primary estimates the 
dominant direction of 

channel and 
beamform the sync 

signal back

Figure 2.2: BeamSync protocol.

The frequency generated through the local oscillator circuit can drift over time, for instance, due to
fluctuations in temperature and voltage. This frequency drift is negligible in a coherence interval.
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Hence, after the cold start, the synchronisation procedure needs to be done when the secondary
CSP goes out of sync, based on a need basis. Thus, the synchronisation procedure dispersed
over time is represented in Figure 2.3.

Time 

Synchronize 
all panels

Synchronize 
out of sync

panels

Two stage 
synchronization 

protocol

Data 
Transmission

Initialization

Figure 2.3: Synchronization procedure over time.

2.3 Simulations

Simulation Parameters: For simulations, we consider the number of antennas at the primary
CSP and secondary CSP as Mp = Ms = 16. The pilot signal length τp = Ms. The length of
the synchronization signal transmitted from the primary CSP, N = 100. The Monte Carlo trials
considered is 105. We consider the frequency synchronization signal x as

x = [1 sin(2πf) sin(4πf) · · · sin(2πf(N − 1))]T, (2.21)

where f is the frequency and is chosen to have four full cycles of sinusoid signal in N time
instants.

2.3.1 Performance Benchmarking Schemes

With BeamSync, the beamforming vector can be pointed in any direction in 3-dimensional envi-
ronment and can be done by digital signal processing techniques. Hence, BeamSync is a fully
digital beamforming scheme. For comparison in the figures we refer to our proposed schemes as
follows:

1. BeamSync: Proposed scheme, where the received signal at primary is used to find the
beamforming direction a = u∗

p1.

2. BeamSync-Genie: Proposed scheme, where through an aid of a genie, we consider that
the primary CSP perfectly knows the channel G. The beamforming direction is a = u∗

1.

We compare our proposed schemes with the following beamforming techniques:
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3. Analog beamforming: In this scheme, the primary CSP performs transmit beamforming and
the secondary CSP performs receive beamforming. The beamforming vectors at both CSPs
are chosen from a fixed set of beams. In our numerical example, we consider columns of a
DFT matrix as the possible set of orthogonal beams. Let {fp,k ∈ CMp×1, k = 1, 2, · · · ,Mp}
and {f s,l ∈ CMs×1, l = 1, 2, · · · ,Ms} be the fixed set of beams available at the primary and
secondary CSPs, respectively. The transmit and receive beamforming vectors are chosen
such that the received signal power is maximized. Let

k = argmax
k′

∥fH
p,k′Yp∥2, l = argmax

l′
∥fH

s,l′Ys∥2. (2.22)

Then, the transmit beamforming vector is ap = f∗p,k, and the receive beamforming vector
is as = f s,l.

4. Analog beamforming-Genie: Same as 3), but we choose the beamforming vectors based
on the perfectly known channel G through a genie at both primary and secondary CSPs.
Let

(k, l) = argmax
k′,l′

|fH
p,k′Gf s,l′|2. (2.23)

Then, the transmit beamforming vector is ap = f∗p,k, and the receive beamforming vector
is as = f s,l.

2.3.2 Results

First, we consider a Rayleigh fading channel between the primary and the secondary CSPs.
Thus, each element in G is i.i.d. CN (0, 1). We consider the antennas to be omni-directional
such that the signal can be transmitted and received in all directions. We use the root mean
square error (root-mean-square error (RMSE)) of the frequency offset estimate as to the per-
formance metric for comparison. The performance of different schemes in the Rayleigh fading
scenario is shown in Figure 2.4a. From the plot, it can be seen that as the SNR increases, the
RMSE decreases. When beamforming is done in the dominant direction determined from the
perfect channel matrix, RMSE is lower for all SNR values among all the techniques. The perfor-
mance of the proposed BeamSync protocol, which uses the dominant direction determined from
the received vector, improves as SNR increases and matches with BeamSync-genie scheme at
high SNR. This is because, as the SNR increases, the dominant direction chosen by BeamSync
scheme becomes close to the one chosen from the perfect knowledge of the channel. Scheme 3,
which uses analog beamforming, performs worse compared to other two schemes for all the SNR
values. This shows that the fully digital beamforming in the dominant direction yields significant
performance gain compared to the analog beamforming with fixed beams. For example, for a
fixed RMSE requirement, the SNR gain is approximately 10 dB for BeamSync.

Figure 2.4b compares the performance of the proposed synchronization schemes with analog
beamforming in a LoS scenario [43]. We consider the CSPs are distributed in a 100m× 100m×
10m room. We consider directional patch antennas on the CSPs, and the primary and secondary
CSPs are on adjacent walls. The channel and antenna design parameters used are as in [43].
Due to the strong line of sight signal, frequency offset can be better estimated at low SNR values
compared to Rayleigh fading scenario. Similar to the Rayleigh fading case, BeamSync scheme
matches with BeamSync-genie scheme at high SNR and performs better than the analog beam-
forming scheme. In this example, for a fixed RMSE requirement, the SNR gain is approximately
5 dB for BeamSync compared to the analog scheme.
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Figure 2.4: The RMSE of the carrier frequency estimate when using analog beamforming and the Beam-
Sync protocol for a Rayleigh and LoS channel.
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Figure 2.5: Performance of BeamSync with different number of antennas Mp = Ms = M , pilot signal
length τp = Ms.

Figure 2.5 compares the performance of the BeamSync protocol and analog scheme, when a
different number of antennas are deployed at the CSP. From the figure, it can be seen that for a
fixed RMSE requirement, the SNR requirement reduces by 3 dB when the number of antennas
is doubled at the CSPs for the BeamSync protocol. This is because the signal can be steered
better in the desired direction as the number of antennas increases in BeamSync [68]. However,
when the analog beamforming is used, the gain in performance is negligible as the number of
antennas increases.

2.4 Conclusion

In this chapter, we studied the carrier frequency synchronization in the distributed RadioWeaves
array deployment. We proposed a novel, over-the-air carrier synchronization protocol, Beam-
Sync, based on digital beamforming to synchronize different multi-antenna CSPs in Radioweaves.
We showed that sending the frequency synchronization signal burst in the dominant direction of
the channel between the panels is optimal. We also proposed a scheme to estimate the beam-
forming direction without estimating the channel. We compared our scheme with an analog beam-
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forming scheme and showed that our proposed protocol can achieve better carrier frequency off-
set estimation. This is due to the improved SNR by beamforming and spatial processing gain.
Moreover, the proposed protocol allows fast synchronization among the distributed CSPs. Also,
we showed that, the better the synchronization signal burst is steered towards the secondary
panel, the better is the offset estimation performance.
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Chapter 3

Initial Access Phase

During the initial access phase the UEs retrieve the necessary information in order to connect to
a system, i.e., broadcast information. This is discussed in Section 3.1. On top of that, EN devices
also need to be powered at first in order to perform the initial access procedure. The proposed
wireless power protocol is elaborated in Section 3.2.

Figure 3.1: Active mode transmissions to a UE in D-MIMO aims at achieving coherent phase additions
of signals from multiple CSPs at the point in space where the targeted UE is located. This type of “point
coverage” transmission requires channel state information that is not available when transmitting idle mode
signals such as system information broadcast. Instead, idle mode signals need to use area covering
transmissions.

3.1 Broadcast Information

Active mode beams (point coverage) and idle mode beams (area coverage) are very different
in D-MIMO systems, see Figure 3.1. To achieve phase coherent joint transmission from multi-
ple CSPs, accurate channel state information (CSI) is required at the transmitting end. Active
mode data signals can then be transmitted such that they add up coherently at a point in space
where the targeted UE is located. During e.g., system information broadcast, no such CSI is
available. The idle mode signals (system information broadcast, paging transmissions, basic
system synchronisation) needs to be transmitted over the entire coverage area of the system.
This requires a fundamentally different beam-forming approach. As discussed in Section 1.2,
this calls for a decoupling of “beams used in active mode” from “beams in idle mode”. For an
overall energy-efficient system operation, the beams used in idle mode (for area covering trans-
missions of system information and paging signals) need to be optimised independently, without
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Figure 3.2: Left: Each CSP has responsibilities for active and idle mode functions. This can easily result
in high idle mode energy consumption. Right: A sub-set of CSPs are responsible for idle mode functions.
This can significantly reduce the overall network energy consumption.

constraints induced by active mode operation. What needs to be avoided, is that all CSPs must
sweep through all active mode beams for the purpose of covering the area with system informa-
tion broadcast signalling, as this could quickly result in very high network energy usage.

Interesting techniques to achieve both energy-efficient and area covering beams in D-MIMO are
e.g.,

• Use a sub-set of the CSPs for transmitting signals related to initial system access, see
Figure 3.1. In a D-MIMO system, the CSPs are typically not all deployed for area coverage
reasons. Rather, a dense deployment of CSPs is used to enhance the channel richness
(i.e., the channel rank) and the overall system capacity. It is important that the overall
system design is such that additional CSPs can be added to e.g., to increase the system
capacity, without requiring that additional CSPs are involved in the transmission of energy-
consuming idle mode broadcast signalling.

• Dual-polarised array-size invariant beam-forming is a technique to maintain a wide
beam shape from a large antenna array. For single polarised antenna arrays, the beams
become narrower as the array size increase. But using dual polarised arrays, the over-
all beam-width can be made invariant of the array size. See [75] for further details. Us-
ing dual-polarised array size invariant beam-forming, service points with multiple antennas
don’t need to perform excessive beams-weeping for transmitting area covering signals.

• Space-time-coding with port hopping, see Figure 3.4. Space-time codes, such as the
Alamouti code, are successfully used in e.g., 3GPP LTE for providing additional diversity
and robustness for system information broadcast signals. In a centralised MIMO system
the antenna ports have the same average path gain, which is not the case in a D-MIMO
deployment, see Figure 3.3. By applying port hopping, the diversity gain of space-time
codes when used in D-MIMO can be significantly enhanced. This is achieved by ensuring
that the spatial antenna ports seen by the UE have approximately equal average path gain.
To get full diversity gain from this type of port hopping, the hopping sequence length needs
to be at least as long as the number of spatial ports of the space-time code.

A good solution for idle mode signal transmission in RadioWeaves needs to support all of the
above-mentioned techniques.
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Figure 3.3: Space time coding (such as Alamouti codes) is efficient for exploiting channel diversity in
centralised MIMO systems (left). In D-MIMO systems, the antenna ports are on average not equal. To
archive good performance a port hopping solution is proposed to be used in D-MIMO systems.

Figure 3.4: Efficient exploitation of macro-diversity gains provided by space-time coding (such as Alamouti
codes) in D-MIMO can be achieved by port hopping. By periodically re-mapping the antenna ports used
by the space-time diversity code, the antenna ports will have a more equal average path gain resulting in
enhanced diversity gain.
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3.2 Wireless Power Transfer

The initial access to EN devices targets the first wake-up and sufficient wireless power supply of
devices at unknown positions and with unknown CSI. Under usual circumstances, in absence of
CSI, downlink precoding schemes like maximum ratio transmission (MRT), cannot be applied and
no array gain can be leveraged. Channel state estimation can be performed on the first signal
sent by an EN device, possibly through backscatter communication [58], which can be performed
efficiently when EN devices start up in class 0 mode [40]. With no array gain available, supplying
an EN device with sufficient power to exceed the device sensitivity, i.e., the minimum power
required for wake-up and backscatter communication [37], strongly reduces the initial access
distance.
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Figure 3.5: A scenario with four walls, as well as a floor, simulated in [34]. A (5m×9m×3.5m) large room
is simulated. Virtual image arrays with their local coordinate systems are indicated in the figure along with
the EN device. Scatter points are distributed along the front wall in the direction of LoS to the EN device.

To overcome this impairment, one possible approach for initial access is beam sweeping, where
the transmit array sweeps beams sequentially according to a predefined codebook [95] to power
up the EN device for the first time and thereby exploit some array gain. This requires the array to
be calibrated in case a single array is used for power transmission. If several arrays are transmit-
ting power to a single receiving device simultaneously, they further need to be synchronized. In
indoor scenarios, environment awareness can aid the choice of predefined codebooks, assuming
that the possible locations of EN devices, as well as the propagation environment, are at least
partially known. However, beam sweeping in indoor scenarios suffers from fading due to severe
multipath propagation, possibly originating from unknown objects in the environment.

The REINDEER consortium has investigated the potential of overcoming severe fading and in-
creasing the initial access distance by exploiting beam diversity [34]: In a simultaneous multi-
beam transmission from one RadioWeaves panel, the phases of the individual beams can be
varied to reduce the necessary fading margin for the initial access to EN devices.

We demonstrated that environment awareness and beam diversity yield an array gain usable
without CSI and reduce the necessary fading margin. For a specific environment setting, we
were able to enlarge the initial access distance by a factor of 4 using 16 variations of beamforming
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vectors generated through geometric environment information. This section includes the beam-
diversity scheme and achievable gains, while the approximate power budget and expected initial
access distance are described in the REINDEER deliverable D4.1 [23].

3.2.1 Environment-aware Initial Access to EN Devices

Beam sweeping can be an effective method for the initial access to EN devices. In near-field
WPT, as is expected in RadioWeaves, not only the angular domain needs to be scanned, but also
the range domain. This would make exhaustive near-field beam scanning time-consuming, even
if wide beams are used in sub-10GHz bands. However, we exploit environment-awareness to
reduce the three-dimensional search space to the most likely positions of EN devices (e.g., along
walls or the floor). If the complete environment and the EN device position were perfectly known,
power could be focused at the position of the device. Power is transmitted via multiple beams
simultaneously, reflected at the walls and the floor and sums up coherently at the EN device
position. The scatterers may dominantly cause diffuse reflections, while the specular reflections
along walls introduce strong fading patterns attributable to standing waves. Particularly, the wall
opposite to an array in Figure 3.5 causes deep fades parallel to the xz-plane, spaced at λ/2. If
beam sweeping using a predefined codebook is employed for the initial wake-up of EN devices,
deep fades may pose a problem with initial access. EN devices located at unfavourable positions
would require a large fading margin necessary for successful initial access, severely reducing the
achievable initial access distance. A necessary fading margin would decrease the initial access
distance by a factor 1/

√
M under the assumption of a free-space path loss. That is, every 6 dB

fading margin would halve the initial access distance.

Figure 3.6 (a) shows a close-up of the path gain (PG) distribution around the focal point when
conventional MRT is employed with perfect CSI. The PG is evaluated on a circular disc in the
xy-plane centred around the focal point at the position pEN. We initially chose its diameter as,
2 yENλ/lx which is a measure of the beamwidth at a distance yEN from the array, resulting from
geometric considerations. However, we reduced the diameter by a factor of 0.62 to omit a perfor-
mance decrease due to low powers at the disc edges. When awareness of the channel model
is used for beam sweeping, the deterministic part of the channel1 hk can be predicted based
on a target position pEN. Unfortunately, this will lead to strong local fading, as illustrated in Fig-
ure 3.6 (a), and a large fading margin is needed to overcome this local fading.

3.2.2 Beam Diversity

The distribution of power in the region surrounding the focal point can be improved through a
suitable precoding scheme. Beam diversity can be effectively exploited to even out deep fades
and generate a smoother power distribution in proximity of the focal point. As a simple scheme in
a multibeam transmission, the phases φk of specular multipath component (SMC) beams can be
varied to reduce the necessary fading margin at the cost of lower peak powers. In this regard, we
propose to assign equal power to each of the beams to maximally affect the local fading. That is,
we choose the transmit signal s =

√
PTXwBD with the weights defined as

wBD =

∑K
k=1wBD,k

∥∑K
k=1 wBD,k∥

with wBD,k =
h∗

k

∥hk∥
ejφk . (3.1)

1Fore more details on our WPT channel model, please refer to the references [34] or [23].

Page 21 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

D4.1 - System design study for EN devices interacting with the RW infrastructure

figures excluded
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Figure 2: Path gain PG evaluated on a cutting plane (at z = 1 m, perpendicular to the center of the array) through the
simulated room. The simulation parameters used are listed in Table 1. MRT has been used for precoding, assuming
perfect CSI including point scatterers. Note that the computed PG very close to the scatter points is incorrect, due to
a violation of model assumptions.
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Figure 3: Exploitation of beam diversity for initial access to EN devices: Path gains PG are evaluated on a circular
disc in the xy-plane located around the focal point. The PG of conventional MRT in (a) is computed assuming
full CSI. The PG in (b) and (c) is computed using only environment information and by varying the phases of the
individual SMC beams randomly using NR 2 {1, 16} realizations and taking the highest values.

0.3 Wireless Power Transfer

In the following, we use the channel model in (1) to compute the power budget for the simulation
scenario in Fig. 1. Particularly, under the assumptions made, we evaluate the path gain (PG) at
the position pEN of the EN device as

PG =
PRX

PTX

(7)

where PTX is the transmit power, i.e., PTX = ksk2. For all subsequent simulations, we use
the parameters listed in Table 1, some of which are chosen for this theoretical analysis from an
educated guess and may vary in an actual deployment scenario.

Despite the fact that RW supports massive, distributed antenna arrays, we use only one physi-
cally large uniform rectangular array (URA) for simplicity, with an inter-element spacing of �/2.
The array is mounted on one side of the simulated room and has the physical dimensions
(lx ⇥ lz) = (2.5 ⇥ 1.5) m2. It is located at the position pRW inside the room and is mirrored
at the walls to obtain image sources (c.f., Section 0.2.1). We only consider first-order image
sources in the simulations. From the perspective of the EN device, the incident signals are vir-
tually impinging from the positions of the actual array and the four corresponding image arrays,
each associated with an SMC amplitude gain |gSMC,k|. We have chosen gSMC,k to be real-valued
and constant �3 dB for all K walls. This value has been chosen larger than a typical value
for reflections at concrete walls (e.g., �6 dB [?]) to emphasise the effects of local fading. The
stochastic channel model from Section 0.2.2 only considers single-bounce local scatter clusters
in the proximity of the EN device, which are usually modeled as ellipsoids centered at the position
of the receiving device [?]. In our simulation scenario, however, a single ellipsoid is placed at
a position psc in between the EN device and the wall opposite to the array (see Fig. 1). That

REINDEER D4.1 Page V

Figure 3.6: Exploitation of beam diversity for initial access to EN devices: Path gains PG are evaluated
on a circular disc in the xy-plane located around the focal point. The PG of conventional MRT in (a) is
computed assuming full CSI. The PG in (b) and (c) is computed using only environment information and
by varying the phases of the individual SMC beams randomly using NR ∈ {1, 16} realizations and taking
the highest values.

The individual weight vectors wBD,k are computed for some target position pEN using the WPT
channel vector hk defined in deliverable D4.1 [23]. Figure 3.6 (b) shows the PG distribution for
NR = 1 realization of K beam phases φk drawn from uniform distributions, i.e., φk ∼ U(0, 2π).
This approach assumes known environment information in terms of the SMC model, while the
scatterer components hsc,k are unknown.

Deep fades still occur, but their depth has been reduced, i.e., the use of several realizations of
random phases φk increases the probability of waking up an EN device located at an unfavourable
position. This effect can be further exploited through multiple iterations of the beam diversity
scheme: Figure 3.6 (c) shows the maximum PG for every position on the circular disc from NR =
16 realizations of K random beam phases. The smooth power distribution depicted in the figure
will not exist at a single time instance, but after NR attempts, every position has at least once
experienced the peak PGs depicted. If the power received by an EN device exceeds the device
sensitivity for one realization, this is sufficient to transmit a signal on which the RadioWeaves
infrastructure can perform channel state estimation. An exhaustive beam sweep exploiting this
scheme may initially take several tens of minutes. However, the procedure has to be completed
only once, for the initial wake-up of EN devices.

To analyse the possible gain in initial access distance, we evaluate the cumulative distribution
function (CDF) of the PG distribution across the circular disc. We compute the distribution from
PGs across an equally-spaced Cartesian grid on the disc. Figure 3.7 depicts the CDFs of the
maximum PG of NR ∈ {1, 2, 4, 8, 16} realizations. For comparison, the CDF for MRT with perfect
CSI (including point scatterers) is depicted, which shows higher peak powers, but also a higher
probability of deep fades. For the first drawn realization (NR = 1), the complete range of power
values lies below what is achievable with MRT. However, drawing more realizations, it is observ-
able that low power values, i.e., deep fades, become less likely. Targeting an outage probability
of less than 1%, i.e., the horizontal line at Π(PG) = 10−2, the beam diversity scheme using
NR = 16 realizations would have reduced the necessary fading margin by 12 dB when compared
with conventional MRT. That corresponds to an improvement in initial access distance by a factor
of 4, assuming a free-space path loss. Four repetitions NR = 4 reduce the fading margin by 12 dB
compared to a single shot (NR = 1), which even leaves a gain of 6 dB when factoring in the loss
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Figure 3.7: Beam diversity exploited for the initial access to EN devices [34]: Path gain PG evaluated
within the focal point. Varying the phases of the individual multipath component (MPC) beams randomly
using NR ∈ {1, 2, 4, 8, 16} realizations and taking the highest values can help to reduce the necessary
fading margin for initial access.

of energy due to the four re-transmissions. We would like to argue, however, that an absolute
power gain is not the key aim of the proposed technique. The aim is merely to wake up the EN
device to enable CSI estimation in the initial-access phase. After the channel estimation, MRT
will be used for WPT. Finally, we performed a Monte Carlo simulation (NR = 10 000) to hint at the
maximum achievable gain obtainable with beam diversity in the given simulation scenario.

3.3 Conclusion

This chapter elaborates on the de-registered mode operation, i.e., broadcast information and
initial power transfer. Here, we advocate decoupling idle and active mode. The covered area by
the network is constrained by the idle mode operation, while the active mode is responsible for
point coverage. Hence, in this chapter, we focus on how to optimise the idle mode operation for
communication and power transfer, without being constrained by the active mode operation. We
present an approach to delivering wireless power transfer to EN devices without CSI by using
information about the environment.
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Part II

Registered Mode Operation
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Chapter 4

Establishing Routing in RadioWeaves

In this chapter, joint grouping of UEs and fronthaul data routing through the RadioWeaves network
is discussed. It provides an initial exploration of routing resource allocation in a distributed system
given the constraints inherently imposed by the connections –or lack of connections– between
the CSPs and ECSPs. This work is extended in the next Chapter, where next to communication,
other services such as positioning and wireless power are considered.

4.1 Introduction

To make deployment of a large number of distributed radio elements simple and cost-efficient, a
shared fronthaul (FH) together with a high degree of integration and miniaturization can be used.
The FH structure used by RadioWeaves may be referred to as segmented fronthaul –each CSP
is connected to one or more neighboring CSP via ECSPs, interfacing segments that can be used
for transferring power, downlink (DL) data packets and precoding weights, uplink (UL) combining
weights and symbol estimates, etc. An important property of such FH structure is that a given
CSP is generally not directly connected to a central-processing unit (CPU) but signals to and
from it need to pass multiple segments to reach their destinations. To transfer signals to and from
multiple users (UEs) and multiple CSPs, careful routing solutions are required to utilize the data
transfer capabilities of the segments as fully as possible.

In segmented FH solutions, CSP grouping for each co-scheduled UE may first be performed to
define the serving CSP subset that transmits data to the UE, using joint coherent precoding.
The grouping may be based on radio considerations, e.g., UE-CSP pair link qualities, maximum
number of UEs that a CSP can simultaneously serve, etc. and per-group combining weights are
determined. In simple solutions, a routing solution is then determined to distribute DL data from
the CPU to the CSPs, and/or forward UL data from CSPs to the CPU. If a routing path for a CSP
cannot be established due to FH segment capacity limitations, the resulting DL precoding may
be highly suboptimal since a missing transmitter (TX) component will distort the spatial energy
focusing and interference null steering, or resulting UL combining.

Individual UEs could be accommodated sequentially, selecting the preferred CSP group for each
UE and determining whether it can be routed, and subsequently only keeping UEs whose CSPs
are successfully routed. However, this would be highly inefficient in terms of FH resource utiliza-
tion and would result in blocking many UEs.
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To improve resource utilization, joint grouping and routing approaches that explicitly test differ-
ent grouping options and check their resulting routing solutions to determine the best grouping
options may be envisioned, but full joint grouping and routing solutions may be feasible only for
a very low number of UEs and CSPs; their complexity for scenarios of practical interest is pro-
hibitive.

We thus see a need for a low-complexity approach to jointly consider CSP grouping and routing
algorithms that would avoid blocking UEs unnecessarily and can provide robust precoding in the
presence of routing failures for some CSPs. In this chapter, performance of DL D-MIMO with
routing constraints in segmented FH is analysed. The aim of routing is to select well-performing
CSPs data routing paths for each of the users to their CSP sub-groups, such that the user signal-
to-interference-plus-noise ratio (SINR) is kept high in the presence of the routing constraints. The
results indicate that limited segment capacity combined with long FH path lengths may cause
problematic failures when delivering data to serving CSPs for the scheduled UEs.

4.2 Segmented fronthaul and related routing tasks

Figure 4.1 depicts a system configuration where each UE is assigned serving CSPs and an ECSP
that receives the data packets for the UE from the CPU and distributes them further to additional
serving CSPs; this way the amount of unique packets to be routed is reduced compared to the
number of individual CPU-CSP pairs per UE. In Figure 4.1, each UE is assigned three best CSPs
(e.g., based on long-term path-gain).

Figure 4.1: An example layer where each UE is assigned serving CSPs and ECSP that receives the data
packets for the UE from the CPU and distributes them further to additional serving CSPs.

In early RadioWeaves studies, the FH segment capacity has been assumed unlimited. How-
ever, in reality, there are FH practical limitations, causing missed CSPs connections, where such
failures have not been taken into account until now. So, a proper multi-path routing strategy is
desired that can help find an appropriate route from the source, i.e., CPU, to the destination(s),
i.e., serving CSPs considering the FH limitations. In realistic scenarios, when there is high UE
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traffic and the segment capacities are limited, some of the segments will be congested after a
certain number of paths have been established, and therefore some serving CSPs cannot provide
service to some UEs. To minimize this impact, we introduce a routing algorithm with two levels:

1. Connecting the closest CSPs to the CPU: these CSPs will function as ECSPs, performing
an aggregation function, and are responsible for the connection between the CSPs and
the CPU. In particular, missing an ECSP connection would result in dropping the UE. The
proposed routing algorithm can help find alternative serving CSPs to select as an ECSP
where the closest CSP’s connecting segment is occupied.

2. Connecting the serving CSPs to the ECSP, where the CSPs are based on the received
power of the UE’s reference signals. There are two different scenarios to select the number
of serving CSPs:

(a) Fixed (predefined) CSP subgroup size.

(b) Flexible CSP subgrouping: e.g. depending on the available segment capacity and the
number of UEs. This can be handled as a further optimization problem.

In this study, we assume the first scenario, i.e., fixed CSP initial subgroups before updating due
to routing constraints, for the sake of simplicity of analysing the performance of the implemented
routing algorithm, and to show some important results such as segment utilisation, serving CSPs’
successful connection ratio, and path length used from source ECSP to the destination serving
CSPs. These results help understand in which situations the second scenario can/cannot be
implemented, considering the time complexity of the flexible CSP subgrouping algorithm to find
the optimal number of the subgroups.

4.3 System model

In this section, a UE-centric CSP subset selection, data routing, and updating the CSP subset
in RadioWeaves with segmented fronthaul is presented. The structure of the proposed model is
depicted in Figure 4.2.

The considered network consists of one CPU, N CSPs and K UEs (Figure 4.1), connected
via segments that serve as FH links (e.g., fiber-optic cables) between two CSPs. Each CSP is
connected to one or more of its neighbours via segments. A UE will connect to the M CSPs
where M is the number of serving CSPs in a sub-group. It is assumed that all CSPs and UEs are
stationary. It is assumed that CSPs are equipped with multiple antennas and UEs have a single
antenna, nonetheless, it is straightforward to generalise the equations suitably for multi-antenna
UEs. In our configuration, we separate four steps in the process: i) CSP subset selection, ii)
routing discovery, iii) subsets update, and iv) performing routing and precoding. These steps are
presented below in more detail.

4.3.1 UE-centric CSP subset selection

UE-centric CSP selection/clustering method is used in which each UE is served by a subset of
CSPs, typically the ones that provide the best, or a sufficiently high, average SNR. The subsets
may be partially overlapping between neighbouring UEs and thus the CSPs cannot always be
divided into disjoint sets, as is the case in conventional cellular networks. We select the CSPs
with the best channel quality that contribute at least α%, e.g., 95%, towards the UE. The CSP
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Figure 4.2: System with proposed processing sequence.

grouping may be performed centrally at the CPU that possesses the information on the channel
large-scale fading coefficients for all UE, or alternatively, each CSP can decide to be part of the
serving cluster of a given UE based on local observations. CSPs can have a limited maximum
number of UEs to serve, where CSPs will prioritise the UEs with the better channel gains. For
the sake of simplicity, in our solution, each intial subset consists of M CSPs which have the best
channel gains for a given the UE.

4.3.2 Routing discovery

A route discovery step determines the paths used to forward data packets from the CPU to the
serving CSPs for the co-scheduled UEs. The routing algorithm attempts to connect M CSPs
to serve the k-th UE, as determined by the CSP subset selection algorithm. A two-level routing
strategy is proposed, which is done for each device k:

1. L1 generates the route from the CPU to ECSPk.

2. L2 discovers the route(s) from the ECSPk to the other serving CSPs, i.e., CSPk,m, m =
2..M

We use the strategy of the previously proposed multi-path routing algorithm Hybrid Multi-Path
Routing algorithm (HyMPRo) defined in [27]. For the sake of simplicity, we assume a single data
flow at each FH segment in the route discovery process. A route can be established if the involved
segment(s) have available capacity. Before starting route discovery, routing constraints are de-
termined for the multi-path route discovery utility function defined in (4.3). The route discovery
constraints, i.e., FH segment capacity and path length, in this work are given as follows:

FH segment capacity. The state of the FH segment capacity can be defined as:

β(Sz) =
UsedCap(Sz)

TotalCap(Sz)
, (4.1)

where UsedCap(Sz) is the number of existing packets in the segment and TotalCap(Sz) is the
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maximum number of packets that can be conveyed in the segment z, where z = 1..Z with Z the
total number of segments in the network topology. The piggybacked segment capacity information
along route r from the CPU to ECSP in L1 or from the ECSP to CSP at L2 will be collected and
evaluated at the CPU through the following:

ρ(r) =
W∏
w=1

1− β(Sz), z ∈ Z, (4.2)

where ρ(r) is the congestion awareness metric with 0 ≤ β(Sz) < 1. W is the total number of
involved segments at each route R during the route discovery process. As the segments between
the intermediate CSPs become congested, ρ(r) will approach 0. The amount of free capacity on
the segments of a chosen route becomes significant if the overall data traffic increases. In this
case, it is more rational to forward the data in a newly generated route through the segments with
available capacity. Otherwise, the data packages of the next route are confronted with the risk of
being dropped in a region of high traffic load.

Path length (L). Apart from the segment capacity, the number of segments that can be involved
in the route, has a major role in successful connection versus dropping. The path length is the
number of segments in a route R, where the maximum path length limits the number of segments.
If β(Sz) ∼= 1, meaning that the segment is almost congested, there are a lot of active co-scheduled
UEs, or that segment capacity is limited. That is why a higher maximum path length value relaxes
the problem to find alternative transmission routes, where it can be adjusted based on the current
requirements. Although it brings computational complexity and communication delay, the UE can
still be served. Considering both constraints, the utility function can be calculated as follows:

f(r) =
ρ(r)

L(r)
. (4.3)

A route request packet (RREQ) is created by the source nodes, i.e., CPU or ECSPs, and flooded
through the network to determine the alternative routers towards the destination, i.e., the serving
CSPs. The utility function values are evaluated for each candidate route after receiving the RREQ,
which includes the path length and congestion metrics. The best route, i.e., argmaxr∈R f(r) is
selected by the CPU, with R the set of all routes.

4.3.3 CSP subset updates

The radio algorithm uses the routing report info to modify the original UE-centric CSP subsets,
if needed. The first CSP sets will be modified in the “radio unit” based on the routing outcome
info to determine the actual set of CSPs that may serve as serving CSPs to the co-scheduled
UEs, subject to practical routing limitations in the fronthaul network. In the current solution, when
a CSP can not be connected to the subset it is removed from that set prior to computing the
precoding weights.

If all CSPs in the first set of N CSPs for a UE could not be connected due to any limitation (e.g.,
segment capacity, UE prioritisation), that UE may be reallocated in the following co-scheduling
update interval, possibly with elevated prioritisation to satisfy fairness; this improvement is out of
scope of the current study.
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4.3.4 Performing routing and precoding

In this step, a controlling node in the network or the individual ECSPs finalize the routing algorithm
to determine paths for DL packet forwarding. It then performs DL precoding according to known
techniques. This includes e.g.:

• computing precoding weights based on channel estimates and/or interference estimates for
the UE-CSP links (we have used zero forcing (ZF) precoding in this work)

• routing data packets to the CSPs, e.g., over the CPU to ECSP and ECSP to CSP routing
stages, using paths found according to the determined routing parameters, like the deter-
mined pipelining and routing slot budget choices.

• performing modulation (in some cases previously applying coding)

• applying precoding weights and transmitting the modulated and precoded symbols to the
UEs in the DL.

4.4 Performance evaluation

In this section, we discuss example cases in which the number of UEs and FH segment capacity
strongly affect the successful connection ratio and the resulting radio performance.

Table 4.1: Simulation parameters.

Parameter Symbol Value

Scenario Indoor Factory
Carrier frequency 3.5 GHz
Bandwidth 100 MHz
Simulation area 100×100 m
Number of CSPs N 16 - deployed in a regular 4x4 pattern
Array size at CSP 2 x 2 elements
Number of blockers 1000 – uniformly randomly distributed
Duplex Symmetric TDD, DL/UL 50/50
UE / CSP height 1.5 m / 1.5 m
Propagation model 3GPP InH [71]
CSP power 13 dBm
UE noise figure 10 dB
FH segment capacity TotalCap(Sz) 5, 10, 100 (x2 for segments 1, 2 as in Figure 4.1)
Max path length L 5, 10, 100
Number of UEs K 8, 15 – uniformly randomly distributed
Desired serving CSP set size M 5
Number of realizations 50

4.4.1 Simulation parameters and assumptions

In this section, performance of the large-scale D-MIMO system depicted in Figure 4.1 is analysed
in a downlink indoor scenario over an area of 100m × 100m with randomly distributed 1000
blockers. The performance has been evaluated for N = 16 CSPs, and K = 8 and 15 uniformly
distributed UEs. It is assumed that UEs and CSPs are stationary. The configuration parameters
used in the simulations are given in Table 4.1. Perfect channel estimation is assumed. RF
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Figure 4.3: Empirical cumulative distribution function (eCDF) of the segment utilisation for different seg-
ment capacities with serving CSP subset of 5.

imperfections, hardware impairments, phase noise, power amplifier non-linearities are omitted
from the scope of this work.

4.4.2 Performance evaluations

Segment Utilization

The CDF of the segment utilisation for given segment capacities are shown in Figure 4.3. The
results illustrate that, when segment capacity is low, there is a higher level of segment utilisa-
tion. As segment capacity increases, the utilisation reduces. However, as the number of UEs
increases, the average segment utilisation also increases. It should be noted that, when segment
capacity is limited, such as 5 packets per time unit, increasing the number of UEs in a case of low
utilisation samples would not further enhance the segment utilisation due to the fact that some of
the UEs are dropped even with only 8 UEs.

SINR

Figure 4.4 shows the distribution of received SINR with the post-routing updated CSP set for dif-
ferent segment capacities. It shows that when the number of UEs are high and more routing fail-
ures occur, Figure 4.4b, the resulting SINR is decreased especially for lower segment capacities.
It should be noted that when segment capacity is set to 100, the segment capacity is essentially
unlimited and yields SINR performance equal to unconstrained routing. Figure 4.4b also shows
that when segment capacity is 10, there are limited route discovery failures and consequently
some UE drops which slightly affect the SINR.

Successful Connection Ratio

Figure 4.5 shows one of the important results that the UE drop ratio increases as segment ca-
pacity constraint gets tighter. When the segment capacity is limited, some of the segments that
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Figure 4.4: ECDF of the radio link SINR for different segment capacities and users served.
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Figure 4.5: Successful Connection Ratio.

are connected to the serving CSPs will be occupied even for a lower number of UEs. Figure 4.5a
shows that there is a full successful connection ratio for all CSPs in each subset of M = 5 for
a segment capacity 10 or higher. However, when the number of UEs increases from 8 to 15,
Figure 4.5b, connections to some of serving CSPs will fail, hence the results become worse for
practical segment capacities.
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Path Length from ECSPs to the destination/serving CSPs

Here, the total length of the established path from the source ECSP to the destination CSP in L2
is evaluated. We observe that the constraints such as the segment capacity and the number of
UEs affect the length of the resulting routing path. In Figure 4.6a, the maximum path length for
both segment capacities 5 and 10 is 5, whereas, for unlimited segment capacity, such as 100, it
may increase up to 7. This is because the routing algorithm tries to find alternative paths, albeit
with a high path length, to avoid UE drop.

We may observe that, for unlimited capacity, longer paths appear in the distribution while it could
intuitively be expected that the routing algorithm could select the shortest paths for all connections
since even the busiest segments never run out of resources. This is an artefact of the algorithm
since we are not explicitly trying to minimize the path lengths but just ensure a connecting path
(any viable path), and the algorithm is configured to look for unused segments first to minimize
the search time/complexity in normal constrained situations. If the routing algorithm would be
configured to prioritze the shortest paths, then the paths found for the unlimited capacity case
would also be the shortest.

Figure 4.6b shows that, when increasing the number of UEs, segment utilisation is increased
where the fraction of routes with path length up to 2 is increased to 80 percent. The length of the
path is increased to 8 when unlimited segment capacity is offered. It is directly related to (4.3) from
[27] which consider L values for applying load balancing in individual segment utilisation. Thus,
whenever the segment capacity is high, the route discovery algorithm calculates more alternative
routes with higher path lengths. So, in delay-sensitive scenarios, e.g., ultra-reliable low-latency
communications (URLLC), it may be preferable to set a lower maximum path length to avoid
considering a large number of alternative routes from the source to the destination. On the other
hand, this may cause UE drops at lower segment capacities. Thus, to strike a balance in the
proposed algorithm, there is a correlation between maximum path length and segment capacity.
As a result, Figure 4.6b shows that whenever there are no limitations in both parameters such as
maximum path length and segment capacities, a suitable max path length can be 8 when there
are 15 UEs.

4.5 Conclusion

In RadioWeaves environments with many CSPs, determining an efficient data routing solution for
which segments should be used for data transmission is a vital issue. We have studied a 2-level
routing-based downlink transmission where in the first level CPU will connect to the ECSPs, and
in the second level, the selected ECSPs make a connection with the selected serving CSPs to
send/receive data related to the corresponding UEs. Sufficient segment capacity is a prerequisite
to avoid serving CSP routing failures and resulting per-UE SINR reduction.

It is motivated to further investigate opportunities for joint optimization of routing and CSP se-
lection where alternative ECSP selection (not closest to CPU) could be considered to show the
performance of the routing with limited/unlimited segment capacity and path length.
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Figure 4.6: ECDF of path lengths from ECSP to serving CSPs
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Chapter 5

Federations: CSP Resource Allocation for
Diverse Applications

5.1 Introduction

In this chapter we will discuss resource allocation for registered mode operation, primarily in terms
of spatial resource allocation, that is, associating CSPs and other resources with the groups of
UEs they will serve. A group of serving resources and served UEs we call a federation, a concept
introduced in Deliverable 2.1 [37] and further elaborated in [25]. We will begin with an overview
of the problem using an illustrative example, along with defining the scope for the use of federa-
tions. We will then discuss existing work on fair allocation and its relevance to REINDEER and
RadioWeaves. From there we will describe our framework for federation creation and operation,
and then detail methods for orchestration of federations, in particular how allocation of CSPs and
UEs can be performed and can be dynamically updated as the situation changes.

5.1.1 Problem Overview

A federation is a set of resources that serve a particular application running on a set of UEs,
together with the federation anchor that coordinates the federation. The resources can include
communication resources, i.e., CSPs, resources for wireless power transfer, resources for posi-
tioning, edge computing resources, data storage resources, or any other resources provided by
the RadioWeaves infrastructure and needed by the application. Note that the UEs belonging to
a given federation do not need to constitute all UEs running the application, nor does the appli-
cation have to be the only one running on the UEs belonging to the federation. It is thus possible
to split the UEs running an application into multiple groups, where each group belongs to one
federation, in order to facilitate easier or more efficient resource allocation. Equally, it is possible
for a physical UE running multiple applications to belong to multiple federations, represented by
multiple virtual UEs, each with one application.

The federation anchor is responsible for the operation of the federation. This may include such
functions as scheduling of radio resources (e.g., time or frequency resources) for the users of
the federation, communicating with other federation anchors to negotiate resource allocation,
signalling between the infrastructure and the served applications, and admission control of UEs
to the federation. Of note is that there is no central coordinator for all federations defined in
the RadioWeaves architecture, in keeping with the distributed, cell-free paradigm. This does not
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Figure 5.1: An example RadioWeaves (RW) deployment in a smart factory, with federations and their
served devices colour coded. The four applications are augmented reality (AR) for professional applica-
tions (purple), tracking of robots and unmanned vehicles (UVs) (green), tracking of goods and real-time
inventory (blue), and human-robot co-working (red).

however, exclude the use of centralised resource allocation methods, for all or a subset of the
resources and applications. In such cases, the federations may either elect one of their numbers
to manage the resource allocation process or utilise a separate process running on one of the
ECSPs present in the infrastructure.

The overall problem of federation orchestration then includes the following:

• Creation and removal of federations as necessary

• Association of UEs and applications to federations

• Allocation of resources to federations

• Dynamic update of resource allocations and UEs’ associations to federations

We will in this chapter focus on CSPs as the primary resources to be allocated to federations.

5.1.1.1 Example

Figure 5.1 shows an example deployment of RadioWeaves in a smart factory, with four federa-
tions, shown in different colours. RadioWeaves CSPs are deployed throughout the production hall
on the walls and ceiling, and are dynamically assigned to federations to serve the devices and
their running applications that are present at any given time. The constellation of CSPs assigned
to each federation is tailored to the particular application’s requirements.

In Figure 5.1, there are currently four different applications running, taken from the use cases
presented in [40]. These are AR for professional applications (shown in purple), tracking of robots
and UVs (green), tracking of goods and real-time inventory (blue), and human-robot co-working
(red). Each application is served by a federation, with its CSPs shown in the same colour as the
application.
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For the AR for professional applications use case, human workers wear energy-neutral AR gog-
gles, which display digital information overlaid on the physical area in which they are working.
As described in [40], using energy-neutral devices allows the goggles to be extremely light and
thus comfortable to wear, but it increases the requirements on the infrastructure, which must
transmit uncompressed video to the goggles as they lack the processing capability to decode
a compressed video stream. This means that this application requires an extremely high data
rate (potentially up to 3Gbps [40]), as well as very low latency to prevent motion sickness. The
goggles also need to be powered via wireless power transfer. To meet these requirements, the
federation thus consists of a cluster of CSPs located on the wall and ceiling close to the user
devices. The close proximity of the CSPs gives a good link budget both for communication and
wireless power transfer, and the short distances between CSPs keeps the latency low as CSI
does not need to be transmitted a long through the X-haul links between the CSPs.

Meanwhile, for the UV tracking use case, one of the biggest challenges is mobility. Tracking of
the UV also requires low latency, high reliability, and a relatively high data rate. To serve this
application, we again show a cluster of nearby CSPs, though somewhat more spread out to also
provide spatial diversity for positioning. In order to account for the UV’s mobility, the federation is
adapted as the UV moves. Some CSPs are not currently serving the UV but are standing by to
join the federation as it is predicted the UV will move in their direction. This dynamic adaptation
of the federation as it “follows” the robot around the factory floor ensures a consistently good
channel even as the robot passes objects that may cause shadowing, while also allowing the
federation’s panels to be physically close to each other to provide low latency communications.

In the tracking of goods use case, the requirements on latency, data rate, and reliability are
significantly relaxed, but instead positioning accuracy becomes the most important requirement
as the items to be tracked move around the production hall. A key ingredient in providing high-
accuracy positioning is aperture size, and so for this application the federation is assigned panels
spread out over the deployment area. The spatial diversity thus provided also ensures goods can
be located and the tracking devices communicated with anywhere in the production hall. For this
use case, a dedicated federation could be used, as shown here, or instead the UEs could be
served by the same set of CSPs as for system information broadcast, since only low data rate,
infrequent communication is needed. When to create a federation for a given application and set
of UEs is a design issue that depends on the overhead of federation creation and orchestration,
as well as the capabilities of the broadcast mode of the infrastructure.

Finally, for the human-robot co-working use case, we again see a dense cluster of CSPs located
close to the user devices. As in the AR use case, this provides good data rates, high reliability,
and low latency. This use case also does not require wireless power transfer, as it does not
employ energy-neutral devices. This, combined with a somewhat lower data rate compared with
the AR use case, means that fewer CSPs are needed per user for the human-robot co-working
federation.

5.1.2 Scope

Federations should be used where the cost of instantiating and managing them is justified in
terms of the application requirements. This implies that for applications with low data rates or
sporadic data, it may not be appropriate to create federations to serve them. More specifically,
UEs should be placed in federations only when they are in registered mode, and grant-based
access should usually apply for the UEs belonging to federations. Some applications, even some
with demanding and strict requirements, are therefore out of the scope of federation orchestra-
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tion. These applications are instead served by the same infrastructure resources as are used for
broadcasting of system information, with either grant-based or grant-free access. Typical applica-
tions served by federations are then those that have high data rates, especially over an extended
period of time (long or frequent packet sessions), and these applications may then have addi-
tional requirements that affect the formation of the federation, such as low latency, high reliability,
positioning, or wireless power transfer.

5.1.3 Existing Work on Fair Allocation

There is a large body of existing work on fair allocation of indivisible goods, so we will here only
discuss the most relevant work. Surveys on current research on fair allocation can be found
in [9, 14]. The general setting is that there is a set of goods, also sometimes called items or
resources, to be divided amongst a set of agents, also sometimes called players. The goods
are indivisible, that is, a good must be entirely allocated to one agent and cannot be split up.
This mirrors many real-world goods such as pieces of jewellery, books, or furniture, whose value
derives from the item being intact. Each agent has a set of utilities, also called valuations or
preferences, for either individual items, or more generally sets of items, known as bundles. For
RadioWeaves, the agents are federations, and the goods are CSPs and other resources. Given
the combinatorial nature of fair allocation with indivisible goods, many of the problems in this area
have been proven to be NP-complete or NP-hard, including those most closely related to the
federation allocation problem. It is therefore likely that approximation methods will be the most
promising for solving this problem in practice in real RadioWeaves deployments.

Much of the existing work focuses on proving the possibility or impossibility of fair allocations in
different settings, for some notion of fairness. Some commonly used notions of fairness include:

• Envy-free: An allocation is envy-free if no agent wants to swap their allocation with that
of another agent. In practice, envy-freeness is usually not obtainable for indivisible goods
(for example if two agents compete for a single item), so other notions are applied for fair
allocation.

• Envy-free-but-1 (EF1): An allocation is EF1 if, for every agent, the agent does not prefer
the allocation of any other agent to their own, if one good is removed from the other agent’s
allocation.

• Ency-free-but-c (EFc): This is similar to EF1, except that up to a certain number c of goods
can be removed from another agent’s allocation to make it no longer preferred for another
agent.

• Maxmin share (MMS): Each agent divides all the available goods into as many shares
as there are agents, in any way they like. An agent receives an MMS-fair allocation if the
allocation they actually receive is at least as valuable to them as the least valuable share
in their own division of the goods. The entire allocation is MMS-fair if every agent receives
an MMS-fair allocation. This is similar to the notion of cut-and-choose with two agents: the
first agents divides the goods into two bundles, and the second agent can then choose from
these two bundles.

• Proportionally fair: If there are k agents, an allocation is proportionally fair if every agent
values their own allocation at at least 1

k
of their valuation of the entire collection of goods.

The fairness notions above are listed in order of difficulty, for example it is generally more difficult
to find an allocation that satisfies EF1 than EFc or MMS fairness. There are also many more
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fairness notions defined in the literature not listed here, but these are the most common ones and
many of the others are relaxations of or variations on them.

For RadioWeaves, while fairness is one of the goals of federation resource allocation, efficiency is
also important, that is, that resources in RadioWeaves are used in an efficient way, with no more
resources allocated than are needed to satisfy the requirements of our targeted use cases. We
may thus prefer an allocation that is unfair but where all application requirements are still met, to
one that is fair, in cases where this improves efficiency. We may even wish to depart from fairness
altogether and prioritise critical applications over less critical ones. Nonetheless, the literature on
fair allocation provides a rich source of existing algorithms that we can draw upon, as well as
complexity results that illustrate the difficulty of such allocation problems, and the results that can
be achieved.

In [22], different notions of fairness such as those above are also used to characterise the degree
of conflict between agents’ preferences. The fewer agents’ preferences are in conflict, the more
difficult notions of fairness can be satisfied for a given problem. Preferences that are identical
between agents, or that place the items in the same preferential order, are more conflicting than
other types of preferences and make it more difficult to find fair allocations. Understanding the
level of conflict between federations’ utility functions can therefore be useful for admission con-
trol and for determining whether we are likely to be able to satisfy all federations’ requirements
simultaneously.

The allocation problem from the literature that most closely fits our federation resource allocation
is what is known as the Santa Claus problem [20]. In this problem, there is a set of children
(agents) and a set of presents (goods), and the presents need to be distributed amongst the chil-
dren as fairly as possible, taking into account the children’s’ preferences for the different presents.
In the RadioWeaves setting, the children are analogous to federations, while the presents repre-
sent the resources to be allocated. The Santa Claus problem has been shown to be NP-hard [53].

In [20], the authors introduce two different linear programming (LP) formulations for (relaxations
of) the Santa Claus problem. The first, known as the assignment LP, is the natural way to formu-
late the problem as described, however, it suffers from a large integrality gap to the correspond-
ing integer programming formulation. For this reason, they then introduce a second formulation
known as the configuration LP, which instead has a variable for every possible bundle, or con-
figuration, of goods that can be allocated. This yields a much stronger linear relaxation of the
problem. By taking the dual problem of the configuration LP and applying the ellipsoid method,
combined with a binary search on the objective value, the configuration LP can be solved to any
desired accuracy in polynomial time. However, for arbitrary item utility values, the configuration
LP can still have a large integrality gap; in particular a hard case is when some items have large
values such that some agents can be satisfied by single items. Other approximation algorithms
for the Santa Claus problem that deal with this issue can be found in [11, 12]. Unfortunately,
there are a number of properties of the Santa Claus problem and other similar problems that
make algorithms designed to solve them not directly applicable to federation resource allocation
in RadioWeaves.

The federation resource allocation problem distinguishes itself in three main ways from the prob-
lems previously studied in existing work. The first is that the focus of the majority of the existing
research has considered particular classes of agents’ utility functions. The most common is ad-
ditive utility functions, where an agent’s utility U(G) for a bundle of goods G is given by the sum
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of its utilities for each good in the bundle, i.e.,

U(G) =
∑
g∈G

U(g) (5.1)

where U(g) is the utility for an individual item g ∈ G. Some results are obtained only for binary
utilities, a more restricted form of additive utilities in which agents assign a utility of either 0 or 1 to
each good, i.e. each agent simply either wants each item or not. Other work considers monotonic
utility functions, where the only restriction placed on agents’ utilities is that each agent’s utility
should not decrease if it is allocated any additional good. This is thus a much more general class
of utility functions. Unfortunately, as we will see in Section 5.2.7, the utility functions of UEs and
federations in RadioWeaves are not additive and may not even be monotonic. This immediately
renders many of the existing results and algorithms not applicable to our case.

One class of utility functions that could be applicable to RadioWeaves is that of k-additive util-
ities [22, 29]. With k-additive utilities, agents’ utilities are additive for subsets of the available
goods up to some size k. When k = 1, this is then equivalent to additive utilities. k-additive utili-
ties are able to capture synergies between goods in a bundle. If k is allowed to be any integer up
to the number of goods, any utility function can be represented as a k-additive function, although
this does not necessarily result in a more succinct representation of agents’ utilities, nor lead to
more tractable allocation algorithms [29]. Nonetheless, some useful results have been proved
for k-additive utilities but not general ones, and for smaller k, algorithms targeting k-additive util-
ities could apply to RadioWeaves, since synergies between CSPs will likely be restricted in the
number of synergising CSPs.

The other two ways in which the RadioWeaves case differs from existing work is that we consider
allocations to groups of agents, i.e., federations of UEs, instead of individual agents, and that we
have online agents, that is, UEs may arrive to and depart from the system, and their preferences
may change over time. For group allocation, there is some existing work that can be of assistance
to us, which we will discuss below. However, for online agents, there is very little work that has
been done [7, 9]. One exception is [57], however, their setting is quite different to ours: their
agents can arrive but not depart, agents’ demands are in fixed proportions, allocations are irre-
vocable, and the resources are homogeneous. Updating allocations of resources to federations
over time is thus a new area that we need to develop solutions for in REINDEER.

The existing work on group allocation is somewhat more substantial. Group fair division of divisi-
ble goods was first introduced in [80], while the case with indivisible goods was introduced in [67].
[67] also introduced a new notion of fairness suitable for group settings, namely democratic fair-
ness, in which a certain fraction of the agents in each group should be satisfied according to
some more fundamental fairness notion, e.g., EF1-fairness. If the fraction of satisfied agents
is h ∈ [0, 1], then this is known as h-democratic fairness. Work considering group allocation
problems includes [44, 61, 81, 86]. In particular, [44] and [61] consider settings in which the
groups are not pre-determined, but rather agents can choose which group they belong to, or are
assigned to groups by a central authority. This more closely reflects the case in RadioWeaves,
where the choice of which UEs should be placed in which federation is also part of the problem
to be solved. While many of the results in these studies concern the existence or impossibility of
fair allocations, as well as the complexity of finding them, [81] also provides a number of practical
protocols that could be useful as starting points for designing an algorithm to solve the federation
allocation problems. We will discuss these further in Section 5.3.3.

One other area within fair allocation that is relevant for federation resource allocation is that of
allocation with constraints. [87] surveys work in this area, and discusses constraints of various
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forms, including connectivity, cardinality, geometric, separation, budget, and conflict constraints.
Of these, the most relevant for RadioWeaves are connectivity and conflict constraints. In Radio-
Weaves, we inherently have a graph of CSPs connected by X-haul links, and for some appli-
cations, it is desirable to provide an allocation in which the CSPs serving the federation are
connected in this graph, for example to facilitate coherent processing with minimal delays. For
other use cases, we may wish to avoid allocating more than one CSP from a given group of CSPs
to the same federation. This could be used to ensure spatial diversity in the case of positioning-
based applications, where additional CSPs close to those already serving the federation would
not markedly improve the positioning accuracy, while CSPs that are further away would do so, by
increasing the aperture size of the serving antennas.

5.2 Framework Design

We will now describe our framework for federation orchestration. The overall problem of federation
orchestration can be broken down into five subproblems.

1. Collection of input information from the RadioWeaves infrastructure, UEs, or other sources

2. Modelling and prediction of application-level performance metrics

3. Evaluation of resource allocation solutions

4. Performing resource allocation

5. Dynamic update of resource allocation

5.2.1 Collection of Input Information

In order to make a good allocation of resources and UEs to federations, input information is
needed that describes the current situation and the applications’ needs. A good resource alloca-
tion is one in which both application performance is good, or at least acceptable, and resources in
the RadioWeaves infrastructure are used efficiently. (We will more formally define what is meant
by a good allocation in Section 5.2.7.)

Relevant information that can be collected includes the applications’ performance requirements,
the locations and wireless channel characteristics to the UEs, information about the environment
such as the location of objects and walls, and information about the infrastructure itself, such as
the locations of and connections between CSPs. Some of this information is straightforward to
collect and collate; for instance the topology of X-haul connections between CSPs is stable over
time and should be already known to the RadioWeaves infrastructure. Other information may
be easy to collect but require additional signalling and overhead; an example of this is the appli-
cation performance requirements, which need to be provided by the UEs in the form of a traffic
specification. The collection of CSI is also an inherent part of the operation of RadioWeaves, but
since this information changes frequently (depending on the channel coherence time), it incurs a
significant overhead if it is used for federation orchestration. Still other information may be difficult
to collect or require sophisticated models and processing algorithms. This might include informa-
tion about the environment, which could be learnt over time with the help of historical channel
measurements and UE locations, coupled with machine learning algorithms.
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5.2.2 Modelling and Prediction of Application-Level Performance Metrics

Given the performance requirements for each application, we also need a way to determine
whether a candidate resource allocation will meet those requirements. This is a difficult problem in
itself, since it is not straightforward to know what performance in terms of application-level metrics
such as data rate (at the application layer), end-to-end latency, or packet error rate will result from
a given constellation of CSPs and other resources serving the application. For this, models are
needed that can give the application’s performance based on a particular resource allocation
with sufficient accuracy. It is also desirable to be able to predict the application’s performance
at a future time, especially for applications requiring high reliability. This allows for predictive
orchestration of federations, for example adding CSPs to the federation that can mitigate an
upcoming loss in channel quality, or reach a UE as it moves behind a shadowing object. With
such predictions, loss of coverage can be avoided since problems are anticipated and solved in
advance.

5.2.3 Evaluation of Resource Allocation Solutions

The third problem we need to address for successful federation orchestration is how to evaluate
candidate allocations. This occurs in two parts, firstly, in the allocation process itself in order to al-
low us to decide the best allocation amongst multiple possible alternatives, and secondly, once an
allocation has been implemented to know whether the applications are performing as expected.
The first type of evaluation must necessarily be based on models of application performance,
since we will not know the real performance until the allocation is actually activated. However,
this is a critical step needed for various types of algorithms that can actually produce allocations:
optimisation algorithms inherently have such an evaluation embodied in their objective functions,
while many heuristic algorithms take an iterative approach in which the next step needs to be
compared to the previous one. Evaluating running allocations is in some ways easier, as UEs
can directly report the performance they are experiencing, although this still needs to be carefully
designed to avoid excessive signalling overhead. This second type of evaluation can then be
used to dynamically adjust the federations to maintain good application performance, or to trigger
a re-allocation when performance drops too low.

5.2.4 Performing Resource Allocation

Perhaps the most central problem in federation orchestration is how to actually produce a good
resource allocation. Here we can to some extent draw on existing work on fair allocation, but as
discussed in Section 5.1.3, no existing algorithms directly apply to the RadioWeaves case and so
work needs to be done to develop new ones. We will discuss resource allocation for federation
orchestration in Section 5.3. Another more practical issue is, having decided on a particular
resource allocation, how to activate it in the RadioWeaves infrastructure, that is, what protocol
should be applied to notify UEs, CSPs, and other entities that a particular allocation should now
be applied, and ensure that this is done in a synchronised way.

5.2.5 Dynamic Update of Resource Allocation

For the types of applications served by RadioWeaves, a one-time, static allocation of resources to
federations is not enough. Application performance will change over time as channel conditions
change and users move around, and new UEs and applications may connect to the system,
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Figure 5.2: Framework for federation orchestration

or existing ones leave, or the applications’ needs may also change. This leads to the problem
of dynamically updating the resources assigned to each federation, and even the set of UEs
served. A full allocation of resources and UEs to federations is likely to be time-consuming and
computationally expensive, given the complexity results discussed in Section 5.1.3. We therefore
envisage a more lightweight mechanism to adjust the set of resources allocated to the federations
more frequently, for example swapping a small number of CSPs between federations as their
users move. Depending on the method used for full allocation, dynamic update could use a more
limited version of the same method, for example running a few steps of an iterative algorithm, or
it may require its own custom solution.

5.2.6 Federation Orchestration Framework

Combining these parts gives an overall framework for federation orchestration, shown in Fig-
ure 5.2. First, information is collected from various sources (problem 1), and if necessary is
transformed into a usable form. Next, application-level performance metrics are calculated from
performance models (problem 2). The performance metrics can then be used both to determine
the utility of a proposed allocation (problem 3), as well as to actually generate candidate alloca-
tions, either in a single pass, or in an iterative manner, depending on the algorithm used. The
resources are then allocated, and performance is monitored and dynamic updates performed as
needed (problem 5).

In the rest of this section, we will discuss the problem of evaluation of resource allocations (prob-
lem 3). We will introduce the concept of utility functions and define them as they will be used
in RadioWeaves. We will also describe how utility functions can be combined at the UE, feder-
ation, and deployment levels to give an overall performance measure for resource allocation for
federations.

5.2.7 Utility Functions

While federations can include other resources such as data storage and edge computing re-
sources, in the following we will focus on CSPs as the primary resource to be allocated to fed-
erations. CSP allocation is also the part of resource allocation for federations that is the most
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challenging and least covered by existing work, as discussed in Section 5.1.3, whereas allocation
of storage and computing resources are well-investigated topics in computer science, including
in distributed systems such as RadioWeaves.

In order to determine a good assignment of UEs and CSPs to federations, we need to define
the utility that UEs and their applications derive from being served by particular constellations
of CSPs. Each UE or set of UEs needs a defined utility function, specifying the value given
by a set of serving CSPs. In the fair allocation parlance (see Section 5.1.3), UEs are agents,
CSPs are goods (or sometimes items or resources), and constellations of CSPs are bundles (or
configurations).

We define a utility function as follows. U(K,S) ∈ [0, 1] is the (normalised) utility that a set
of UEs K derives from being served by a set of CSPs S. We use normalised utility functions
in order to simplify comparison and combination of multiple utility functions later on, as will be
discussed in Section 5.2.9. K may be a singleton set, i.e. a single UE can also have a utility
function. U = 0 implies that the application run by the UE(s) is not able to function at all, typically
because minimum requirements are not met, for example a minimum data rate, or the energy
received from WPT is not sufficient to turn on the device(s). Meanwhile, U = 1 implies that
the application is performing at the maximum level possible. For some applications, it may be
always possible to improve the performance, so for these applications a maximum needs to be
defined where the improvement in performance is not in practice noticeable by end users. Also,
for some applications, the application may be able to function to some degree even with very poor
performance. In such cases, U = 0 might only occur when S = ∅, i.e., there are no CSPs in the
federation at all.

As discussed in Section 5.1.3, our utility functions are likely to have some “nasty” behaviour,
compared with many classical examples in fair allocation. The utility a UE or federation derives
from a bundle of CSPs cannot be calculated by simply adding the utilities for each individual
CSP, since combinations of CSPs may have added value (e.g. by providing spatial diversity for
positioning) or lowered value (e.g. if there is a high level of interference between them). The utility
may also not change with the addition or removal of individual CSPs, and can even decrease
when more CSPs are added (e.g. if this increases the latency beyond the application’s maximum
limit).

In general, our utilities are subjective, complementary, and substitutable.

Subjective: Different sets of UEs can have different utility values for different CSPs or constel-
lations of CSPs. This is not unusual in fair allocation problems, but does exclude some
existing algorithms, for example those developed for the restricted Santa Claus problem,
which is a version of the Santa Claus problem (see Section 5.1.3) where all agents have
equal utilities for every item.

Complementary: A group of CSPs can have synergistic value, e.g. multiple CSPs close to
each other (in terms of the CSPs topology) for low latency

Substitutable: Having one of a group of CSPs has value, but more than one is not needed, e.g.
CSPs located close to each other may give poor spatial diversity for positioning

The latter two properties imply that our utility functions are not additive, which excludes most of
the available fair allocation algorithms. However, algorithms developed for k-additive utilities (see
Section 5.1.3) could be applicable to our case.

Further, it is likely that our utility functions cannot be expressed in closed form and may in general
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be difficult to compute. We therefore target resource allocation algorithms that do not rely on
easily expressible utility functions. However, as a minimum, we assume that the functions can
be computed by a function we will refer to as an oracle, similar to [87]. The oracle is a function
that, when given a set of UEs K and a set of CSPs S can return the value of U(K,S), within a
reasonable time. If our problem size is small enough, we could exhaustively query the oracle to
create a lookup table of all possible values of U , however in practice this is unlikely to be feasible,
and we will instead need algorithms that query the oracle iteratively while they are running.

5.2.8 Evaluation of Resource Allocation Solutions (The Oracle)

The oracle encompasses the collection of performance metrics and calculation of utility functions
in the federation orchestration framework in Figure 5.2. It needs to take available information
about the UEs, applications, CSPs, and environment, transform it first into performance metrics
that relate to application requirements, and from there compute utility functions. Some examples
of information that may be available for the oracle to use are:

• The locations of the UEs and CSPs, as well as the topology of how the CSPs are connected
by X-haul links. The topology, together with the precoding and uplink combining algorithms
used, has implications for the latency added by coherent processing for a group of CSPs
(see [37]).

• A map of the physical environment, possibly including radio propagation characteristics,
such as surface reflectivity or shadowing

• A specification of requirements for each application, and the mapping of applications to UEs

• CSI between UEs and CSPs, both instantaneous, and longer term metrics such as effective
SINR. The CSI could be either measured or predicted based on channel models, and could
be complete (between every pair of UE and CSP antennas) or partial. In particular, the CSI
may include, or be used to derive

– Angular channel information, e.g., set of angles of arrival to a CSP from a UE, useful
for positioning.

– Received power of a UE from a set of CSPs, useful for WPT

• Current load on or usage of CSPs and ECSPs

• Information about how CSI and data are processed, for example the precoding scheme and
modulation and coding scheme (MCS) used.

The oracle needs to translate the above information into usable network performance metrics.
These should be the same metrics used for specifying application requirements, and for each
metric, a model is needed to derive it from the available information. Some performance metrics
that could be used are:

• Data rate (peak and average)

• Latency (end-to-end delay to backhaul or ECSP)

• Expected packet error rate

• Positioning accuracy

• Received power for WPT
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• Energy usage

Some of the above performance metrics are not absolute but rather depend on each other, or on
other factors such as the precoding scheme and MCS used. For example, a high packet error
rate can be reduced by choosing a different MCS, at the cost of a lower data rate and/or longer
latency, or a higher data rate could be achieved at the cost of increased energy usage. Because
of this, lower level metrics such as the SINR could also be used, leaving the mapping of SINR to
higher-level performance as an extra, application-dependent step.

5.2.9 Computing and Combining Utility Functions

Once the oracle has derived performance metrics for a candidate resource allocation of CSPs to
UEs, these need to be synthesised into a utility value between 0 and 1. There are several levels
at which utility functions need to be combined. First, on a per-UE level, the performance metrics
are used as input to give a utility function for that UE. Next, the utilities of all the UEs assigned to
a given federation need to be combined to give an overall utility for that federation. This can be
used to indicate whether the federation is performing well, and to compare resource allocations
between federation, for example to determine if the allocation is fair. Finally, we can also combine
the utilities of the federations into one overall utility to give a performance metric for the resource
allocation and performance across the whole deployment. In fair allocation, this is often referred
to as social welfare: how good the resource allocation is on a system (or society) level. There are
different ways of combining utility functions at each level. Some proposed approaches are give
below.

5.2.9.1 UE Level

At the UE level, we take our performance metrics and synthesise them into one utility value,
between 0 and 1, for the given UE. First, we check if all necessary minimum requirements for the
application have been fulfilled. If any are not, we set the UE’s overall utility to 0. For example, for
an application with strict real-time limits on latency, if the latency exceeds the given limit, then the
overall utility is 0, regardless of the values of the other performance metrics.

Mathematically, we can express this as follows. Suppose we have a set of performance metrics
P , and let pik be the value of the i-th performance metric for UE k ∈ K. For metrics where a lower
value is more desirable, pik should be expressed as the negative of the raw value. Then, suppose
we have some set Pk of critical metrics, that is, those that must exceed a certain value, say P i

k,
for UE k’s application to function at all. Then, we have

U({k},Sf(k)) = max(mini∈Pk
(pik − P i

k), 0) (5.2)

where U is the utility function, f(k) is the federation to which k has been assigned and Sf is the
set of CSPs allocated to federation f .

Once all minimum requirements are fulfilled, we can consider the case where an application’s
performance does not depend further on the performance metrics, but rather is binary, that is,
the application does not work at all if the minimum requirements are not fulfilled, but if they are,
it works at a consistent level regardless of their values. For such on-off applications, the utility
function should be equal to 1 once the minimum requirements are met.

U({k},Sf(k)) =
{
1 : pik ≥ P i

k, ∀ pik ∈ Pk

0 : otherwise
(5.3)
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In the remaining cases, the application’s performance varies with the values of the performance
metrics. How the application performance depends on the metrics in practice is highly application-
dependent. One approach to allow some flexibility for an application to express its particular utility
is to use a weighted sum, with application-dependent weights Wk = {w1

k, w
2
k, . . . ,W

P
k }, where

P = |P| is the total number of performance metrics, for each UE. To ensure the resulting utility
will lie between 0 and 1, and can cover this whole interval, we need to have

∑
i∈P wi

k = 1.
Similarly, the performance metrics need to be normalised so that they lie between 0 and 1, with 1
representing the best possible performance of the application, and 0 representing the application
not functioning (at least with reference to that metric). This can be done by for example choosing
minimum and maximum values, at which the application’s performance will be very poor or very
good, respectively, and interpolating between them. For metrics that are reversed (larger values
are worse), the interpolation can go in the opposite direction (the higher value is mapped to 0 and
the lower mapped to 1).

Then, the UE’s utility is given by

U({k},Sf(k)) =
∑
i∈P

wi
kpi (5.4)

This gives a linear function for the utility, which to some extent limits the relationships that can
be expressed between the application’s performance and the performance metrics, but has the
advantage of being simple, both to provide the information from the application, and to compute.
In its traffic specification, the application only needs to provide a set of weights, one for each
metric, and maximum and minimum values for each metric to perform the interpolation.

For a more general approach, the application could instead provide a function, uk : RP → [0, 1],
that maps the metric values to a utility, like so

U({k},Sf(k)) = uk(p
1
k, p

2
k, . . . , p

P
k ) (5.5)

however this would increase the signalling required as well as the complexity of calculating UE
utilities, and it is not clear that such a general function would provide for better resource alloca-
tions than using a distribution of weights across the performance metrics as proposed above.

5.2.9.2 Federation and Deployment Levels

How UEs’ utility values should be combined to obtain a utility for the whole federation is once
again application-dependent, however there are a variety of aggregation functions that can be
applied. Taking the mean of the UEs’ utilities gives a good overall measure of the performance,
but could result in very uneven performance between UEs being accepted, i.e. some UEs have
very high utilities while others are low or even 0. If it is important for the application that all UEs
have good performance, instead the minimum across the UEs could be used, or if the requirement
is not as stringent, a more relaxed measure such as the tenth percentile or similar. Conversely, it
is conceivable that some applications may only need one or a few well-functioning UEs, in which
case a maximum or variants such as the 90-th percentile can be used. However, this is less likely
to occur in practice for the use cases we consider.

Computing the federation-level utility is further complicated as some performance metrics vary
with the number of UEs in the federation. This is the case for the achievable data rate and for
the WPT received power. In these cases, when calculating the overall federation utility, individual
UE utilities must be calculated using the performance metric values that the UE can obtain in the
federation, not for each UE in isolation.
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To assess the performance of the entire deployment, the main consideration is whether to priori-
tise overall utility, or fairness. If overall utility is more important, we can take a utilitarian social
welfare function such as the sum or average of the federation utilities. If fairness is important,
we can use an egalitarian measure of social welfare such as the minimum utility across the fed-
erations. We may also want to implement prioritisation between the different applications, so
that critical applications are guaranteed some minimum utility, or are weighted more heavily in
calculating the utility.

5.3 Federation Orchestration

Now that we have defined how to evaluate resource allocations, we turn to the problem of actually
generating them. Unlike most previously considered fair allocation problems, we also have an
extra aspect to consider, namely which agents (UEs) should be grouped together into federations.
In most settings, as discussed in Section 5.1.3, agents act independently, as individuals, although
some work has considered groups of agents.

We will first give a formulation of the overall problem, however given the difficulty of solving this
problem directly, we will then focus on a two-stage approach, in which we first perform UE group-
ing and then resource allocation. We will give an overview of possible methods for solving each
of these problems. Finally, we will discuss dynamic update of federations.

5.3.1 Federation Assignment: Problem Formulation

Given a set of UEs and applications running on them, as well as a RadioWeaves deployment, we
can formulate the federation resource allocation problem as follows.

max U(F) (5.6a)
(1− zf ) + U(K(f),S(f)) > 0, f ∈ F (5.6b)
1

|K|
∑
k∈K

xf
k ≤ zf , f ∈ F (5.6c)

zf ≤ xf
k , k ∈ K, f ∈ F (5.6d)∑

f∈F

xf
k = 1, k ∈ K (5.6e)∑

f∈F

yfs ≤ 1, s ∈ S (5.6f)

xf
k ∈ {0, 1}, k ∈ K, f ∈ F (5.6g)

yfs ∈ {0, 1}, s ∈ S, f ∈ F (5.6h)
zf ∈ {0, 1}, f ∈ F (5.6i)

Here, F is the set of federations to which UEs and CSPs can be assigned. |F| should be
sufficiently large that there will be enough federations to accommodate all UEs and CSPs, and in
general not all federations f ∈ F need to actually be used. A simple upper bound for |F| is the
number of UEs, since we will never need more federations than would be enough to place each
UE in its own federation, but in practice |F| can be much smaller than this.
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K is the set of UEs, and S is the set of CSPs. xf
k and yfs are binary decision variables, indicating

whether a UE k ∈ K or a CSP s ∈ S is assigned to a federation f ∈ F , respectively, with 0
indicating not assigned and 1 indicating assigned. K(f) is the set of UEs assigned to federation
f ∈ F , that is, those users for whom xf

k = 1. Similarly, S(f) is the set of CSPs assigned to f :
those for whom yfs = 1. zf is a binary decision variable indicating whether federation f ∈ F is
used in the solution, i.e. has at least one UE assigned to it. The objective function, U(F) gives
the combined utility of the entire deployment, across all federations.

The first constraint, (5.6b), ensures that all federations should have at least some positive utility,
i.e. that no federation will starve. The leftmost term cancels this constraint for federations that
are not used. Constraints (5.6c) and (5.6d) provide lower and upper bounds on zf , respectively,
ensuring it correctly indicates whether federation f ∈ F has had any UE assigned to it. Con-
straint (5.6e) makes sure that every UE is assigned to a federation, and no UE is assigned to
more than one federation. Constraint (5.6f) prevents a CSP from being assigned to more than
one federation, but we allow CSP to remain unassigned if they are not needed to maximise the
objective. The last three constraints give the domains for the decision variables xf

k and yfs .

There are two barriers to directly solving formulation (5.6). The first is the nonlinearity of the utility
functions, which renders formulation (5.6) as not a proper integer programming problem, and the
second is the difficulty of directly expressing the utiilty functions. Transforming the formulation
into the configuration form (see Section 5.1.3 and [20]), and expressing the utilities as k-additive
functions, could potentially solve these issues, but has its own pitfalls. In this case, we would in-
stead have decision variables indicating the assignment of all possible bundles (sets of CSPs) to
federations. The problem could then be approached by taking the relaxation, i.e. the configuration
LP, and iteratively using column generation on its dual to generate bundles to assign to federa-
tions that progress towards the optimal solution of the configuration LP. The integer programming
problem would then be solved for the generated bundles using for example branch-and-bound.

However, as discussed in [20], the configuration LP typically has a large integrality gap for arbi-
trary item utility values. Since we do not have well-behaved, additive utilities, it is therefore likely
that such an approach will yield solutions far from the optimal of the integer problem taken across
all possible bundles. It is also not straightforward to generate columns (i.e. bundles of CSPs)
that would advance the optimisation, given the high level of synergy between the contributions of
CSPs to UEs’ utility functions.

Moreover, such methods typically result in long solution times, with exponential growth in the
solution time as the problem size increases. Given that we aim to address use cases with poten-
tially large numbers of UEs, in dense deployments with many CSPs, heuristic and approximation
methods seem more promising for RadioWeaves. We further propose to simplify the problem by
breaking it down into two stages: grouping of UEs into federations, and allocation of resources,
primarily CSPs, to the resulting federations.

5.3.2 UE Grouping

The first stage in our proposed approach is to group the UEs into federations. The aim here is
to create UE groups that share similar application requirements, and where the groups are of
a reasonable size to be handled by a single federation. One way to perform user grouping is
to simply use the use case categorisation done in [40], where we have four use case clusters,
grouped by their key performance indicators (KPIs). This would require each user to indicate in
advance which use-case it belongs to. However, a disadvantage of this approach is that the UE
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grouping is static and inflexible. In the future, there may arise new use cases, or the categorisation
may change. Nonetheless, this method is appealing because of its simplicity.

A more dynamic approach is to group the users based on their self-reported utilities derived from
potential CSP allocations. This could be done using the following procedure.

1. Generate a set of sample CSP constellations. This can be done purely randomly, but a more
tailored method would be to generate constellations that map well to the requirements of
the expected applications. For example, constellations of CSPs close together would be
likely to result in high utility for low latency applications, while constellations of CSPs with
a high degree of spatial diversity would be suitable for positioning-focused applications.
Generating a variety of different constellation types would then ensure there would be some
constellations with high utility for all applications.

2. Calculate the individual utility for each UE, if it were served by each generated constellation.

3. Cluster UEs based on their utility values for the constellations.

4. If needed, divide large clusters into multiple clusters (for example to avoid having too many
UEs in the same federation).

5. Each UE cluster then becomes a federation.

For step 3, in which UEs are clustered, there are many existing algorithms available in the lit-
erature. One that could be applicable here is K-means clustering [64, 65]. We already have
a K-dimensional space, where K is the number of constellations generated, and users get a
score (utility) from 0 to 1 in each dimension. Here, both the number of constellations and num-
ber of clusters would need to be tuned. Constellations could be generated iteratively, until the
results are satisfactory. One suitable method for determining the number of clusters is the “jump”
method [85], in which clustering is done for an increasing number of clusters, and a distortion
curve generated. Large jumps in distortion indicate reasonable choices for the number of clus-
ters. Alternatively, the number of federations may be decided by the available resources and
topology of the infrastructure, for example creating one federation for each ECSP.

5.3.3 Allocation of CSPs to Federations

Once we have created federations and assigned UEs to them, we also need a method to allo-
cate resources to the federations. As explained in Section 5.2.7, we will focus on CSPs as the
resources to be allocated, since these pose a much greater challenge than the other resource
types present in RadioWeaves. We further focus on heuristic and approximation methods as
discussed in Section 5.3.1.

A typical heuristic approach to such problems is to start with some minimal assignment, e.g. each
federation having no or only one CSP assigned to it, and then grow the federations iteratively
based on the utility gained from adding each new CSP. However, for non-additive utility functions,
this approach will not work, as utility does not necessarily increase with the addition of a new
CSP. Multiple CSPs may need to be added to see an increase in utility, and adding CSPs may
even reduce the utility, for example if the latency becomes too high.

As discussed in Section 5.1.3, many of the methods in the literature only apply to additive utilities,
but there are nonetheless some methods that could be applicable to RadioWeaves, either directly
or with modifications to adapt them to non-additive utilities and allocation to groups. In [81], a
number of protocols are provided for fair allocation of indivisible goods to groups of agents, with
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the aim of attaining h-democratic fairness guarantees. The simplest one, called Round Robin with
Weighted Approval Voting (RWAV), works by each group choosing an item to add to its allocation
following a round robin turn order. Each group chooses its next item by taking a weighted function
over its agents’ preferences, depending on their valuations of the remaining goods and the notion
of fairness applied. For our case, this second part is actually easier, as we have a well-defined
notion of group (federation) utility, depending on the application’s specific requirements, and we
do not necessarily seek to attain fairness but rather that all federations are at least satisfied
(attain some minimal acceptable utility). Instead, a complication arises for us in using a round
robin approach in that it may not be clear which item is most beneficial for a federation to pick
next in cases where adding a single CSP is insufficient to improve the federation’s utility.

Another protocol for group allocation of items given in [81] works as follows. The items are
arranged on a line and are processed from left to right. Starting with an empty block, one item is
added to the block at each step, then all groups are queried as to whether they find the current
block acceptable. In [81], whether or not a group finds a block acceptable stems from the notion of
democratic fairness applied, but in our case it could instead be whether the federation’s minimum
utility requirement is satisfied. Once at least one group finds the block acceptable, it is allocated
to one such group, and then the algorithm repeats with the remaining items and groups.

A potential pitfall with this algorithm in our case is that, since we do not have additive or even
monotonic utilities, adding items to the current block may never result in an acceptable block.
Even in cases where it does, the allocations produced may be highly inefficient, as arbitrarily
arranging CSPs in a line is likely to result in the block including many “irrelevant” CSPs for the
federation it is eventually assigned to. This could even result in an allocation that, while fair, may
not satisfy most or even any of the federations. One way to solve this problem could be to allow
a federation to remove some CSPs from a block before accepting it. The removed CSPs would
then be returned to the common pool (replaced on the line) to be allocated to other federations.
This however adds complexity as each federation would need to evaluate the utility of not only the
current block, but also subsets of it. This step could however be made more efficient by taking
some shortcuts, using knowledge of the application’s requirements in order to make intelligent
guesses about which subsets will have the highest utility for the federation. For instance, a
federation with a latency constraint could consider only subsets of CSPs that are close to one
another and will thus have some maximum delay for coherent processing.

In [21], an algorithm is given for fair allocation of indivisible goods arranged on a tree, with the
constraint that the allocation to each agent must be connected. First, the tree is rooted at an
arbitrary vertex, then each agent can diminish the tree if a subtree would be enough to satisfy it
(for maxmin share fairness, in their case). The last agent to diminish is allocated the subtree, and
then the algorithm continues with the remaining tree and agents. In practice for RadioWeaves
this would be similar to the algorithm above from [81], since as already explained we would need
to add a similar diminishing there as well, however the tree version could be more directly appli-
cable when the CSP topology already forms a tree, and may result in more natural and efficient
allocations without as much extra processing to compute subsets of a proposed allocation. How-
ever, connected allocations are not suitable for some of our use cases, for example applications
with positioning requirements that need a high degree of spatial diversity. As such, this algorithm
would only provide a partial solution to compute allocations for some application types.

Another promising approach is the iterative algorithm given in [11], where the iteration step con-
sists of over-allocating resources to the newly included agent, that is, the new agent is given more
resources than are needed to satisfy it. This can results in conflicts with existing allocations,
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which are then resolved. For our case, we could take a similar approach, creating too-large,
conflicting allocations of CSPs in order to achieve satisfaction for each federation, and then re-
solving conflicts by removing or changing some of the CSPs allocated to some or all federations.
With this method, care must be taken to avoid allocating a bundle of CSPs that have a too-large
topological distance between them to applications requiring low latency, since large topological
distances imply delays in collating CSI for coherent processing. If dynamic UE grouping is used
(Section 5.3.2), the constellations generated for this could be used as initial seed allocations.

A further method that could, with some further development, be applied to RadioWeaves is that
in [15]. Here, agents’ have lexicographical preferences, that is there is a strict ordering of pref-
erences for each resource expressed by each agent, although absolute utility values are not
needed. A graph is then constructed showing which resources each agent is willing to swap its
current resources for, given some existing allocation. By finding cycles in such a graph, a new
allocation can be found that improves agents’ utility. This can then be used as an iteration step in
an overall allocation algorithm.

For RadioWeaves, this method would need to be extended to allow swaps of multiple CSPs,
necessitating a larger graph where each vertex represents a set of related CSPs. Nonetheless,
this could still be feasible if the size of sets of CSPs to be swapped can be limited. Further work is
needed to determine the sizes of sets of CSPs displaying synergistic utilities in practice. A further
problem remains in finding an initial allocation to start the algorithm. However, a benefit of this
approach is that it also lends itself well to dynamic updating of allocations, not only to finding a
full allocation.

5.3.4 Dynamic Update of Federations

Once an initial allocation of UEs and CSPs to federations has been performed, the federations
need to be able to be changed as users move, new users arrive or existing users leave, or
application needs change. This should be a more lightweight process than redoing the entire
allocation from scratch. Dynamic updates can occur either periodically, or be triggered by some
condition, such as a federation’s utility dropping below some acceptable threshold. The dynamic
update algorithm can be used not only in the actual event of a federation’s utility dropping below
the threshold, but also when this is predicted to happen, for example if a user’s predicted mobility
will cause it to have a lower channel quality and thus lower utility. Then the federations can adjust
in advance, so that the lower utility is never actually experienced by UEs.

In terms of methods for performing dynamic updates, the lack of previous research on fair al-
location with online agents (see Section 5.1.3) means there is little existing work to draw on.
Moreover, it is proved in [29] that, for k-additive utility functions, a deal between agents involving
all resources may be required in order to achieve maximum utilitarian social welfare, from a given
starting allocation. While it is not clear whether this also applies to other social welfare functions,
it suggests that a full re-allocation may be required to achieve optimal performance. We should
therefore take an approach where a dynamic update is attempted, with a full re-allocation as a fall-
back if a sufficient improvement in performance cannot be found with more limited re-allocations.

One useful algorithm for dynamic updates could be that in [15], as discussed in Section 5.3.3. A
simpler approach is to attempt deals between only pairs of agents, for which there are many more
existing algorithms [7, 9], however with no guarantees of convergence. Guaranteed convergence
is however not required if full re-allocation is available as a fallback mechanism in case dynamic
update fails.
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5.4 Conclusion

This chapter discussed the resource allocation in registered mode operation, primarily in terms of
spatial resource allocation, that is, associating CSPs and other resources with the groups of UEs
they will serve. The results from the other work packages will be included in the presented frame-
work to extend the utility functions. It also provides a way to evaluate different design choices
related to fairness and application performance. These will be later used in work package 5 to
assess the employed algorithms in a real environment.

Next to resource allocations, devices need to access the network which is discussed in Chap-
ter 3.
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Chapter 6

Grant-Based and Grant-Free Access
Techniques

6.1 Introduction

As clarified in Chapter 1, prior to grant-free and grant-based access methods, initial access needs
to be performed to retrieve necessary information of the network, i.e., to go from de-registered to
registered mode. In the remainder of this chapter, we assume that the devices are in registered
mode. This can be done through the initial access scheme as described above or this part can
be skipped by configuring a-priori both the UEs and the network. The latter is commonly done for
(unlicensed) low-power wide-area networks (LPWANs) to mitigate, e.g., exhaustive cell searches
or synchronisation procedures thereby reducing the energy consumption and simplifying the pro-
tocol design.

In a grant-free scheme, devices use preassigned pilot sequences or preambles. It allows both
the pilot and data to be sent in a single step. The disadvantage of this approach is that it is
not possible to utilise orthogonal pilots because the number of devices is much larger than the
preamble length. Hence, the additional challenge in grant-free random access is device activity
detection, which is the focus of the second part of this chapter.

The chapter is further outlined as follows. First, the grant-based access techniques are explored
for RadioWeaves with an emphasis on URLLC. Section 6.3 defines the metrics used by Sec-
tions 6.4, 6.5 and 6.6 to evaluate the performance of the proposed grant-free access schemes.

6.2 Grant-Based Access Techniques For URLLC Applications

The design of a URLLC system poses stringent requirements on both latency and reliability. We
may consider it as a constrained optimisation problem, which is to maximise a chosen reliability
metric subject to a maximum latency. Alternatively, we can minimise the latency subject to a
minimum quality-of-service (QoS) requirement. During the random access phase in grant-based
systems, a significant delay is caused by the four-step handshaking procedure between the users
and the CSPs, whereas in the payload transmission phase, the latency occurs due to a multitude
of factors such as packet encoding and transmission, receive processing, and packet decoding.
We can expect failures in both these phases due to factors such as preamble collision, poor chan-
nel conditions, severe interference, etc. We can improve the reliability by reducing the events of
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these failures. For example, by using efficient preamble allocation and selection, adaptive MCS,
alternative waveforms, dynamic scheduling of CSPs and interfering users, channel quality pre-
diction, and other pro-active measures. Further, we can devise efficient retransmission schemes
for the failed preamble/packet such as hybrid automatic repeat request (HARQ). A main chal-
lenge for URLLC is the procedure as to how to apply these schemes to improve the reliability
while satisfying the constraints on latency and radio resources. In this context, we summarise the
fundamental limits and some recent advances in these related topics.

6.2.1 Limits – Channel Coding and Decoding Duration

The encoding time for 5G low-density parity-check (LDPC) codes is under 1µs [76, 92], and
the bottleneck is the decoding time. In [91], the authors investigate the 5G LDPC decoding
capabilities of graphics processing units (GPUs). They use many GPU cores to decode one
LDPC codeword for low-latency communications. They also use GPU cores to work on different
codewords simultaneously for high throughput applications. They reach the best case decoding
latency 87µs with five iterations by using Titan RTX and compare their latency results with other
works in the literature in [91, Table 4].

Polar codes are selected for the control channel coding in 3GPP standard [2]. In [45, 82], it is
shown that polar codes decoding latency is lower than LDPC code decoding latency for specific
scenarios.

6.2.2 Scheduling and Proactive Measures For URLLC and enhanced Mo-
bile Broadband (eMBB)

In this section, we give answers for the following two items:

• Scheduling of ‘interfering’ users, to improve received signal quality of devices in ‘bad’ loca-
tions

• Learning channel quality and take proactive measures when approaching ’bad’ locations

We summarise some solutions from the literature that could be used in this project for URLLC
and eMBB traffic types. We first present the solutions for URLLC and eMBB. After that, the
interference management techniques are given for the URLLC traffic type. In addition, we present
proactive measures based on channel quality to achieve reliability and latency requirements.

6.2.2.1 URLLC and eMBB Solutions

It is challenging to satisfy both requirements of URLLC and eMBB traffic types. In [10], the authors
use a mini slot structure for URLLC data and send the data by superposition or puncturing. They
propose a joint scheduling algorithm for URLLC and eMBB. They aim to maximize utility for eMBB
traffic while satisfying the string requirements of URLLC traffic. There are also other papers that
investigate the joint optimization of URLLC and eMBB users [38, 39, 56]. In [38], authors propose
an artificial intelligence enabled approach that uses a reinforcement learning-based algorithm to
jointly optimise URLLC and eMBB users’ requirements.

In [56], the authors propose a novel resource allocation method to minimise URLLC users’ la-
tency and enhance the throughput for the eMBB users. Their algorithm considers the following
parameters: channel quality, payload size, traffic type, hybrid automatic repeat request (HARQ),
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control channel overhead, and latency requirements. They aim to maximise the number of served
URLLC users while satisfying their reliability and latency requirements. For example, the algo-
rithm selects the required number of physical resource blocks for URLLC packets’ payload based
on the channel quality indicator (CQI).

In [39], authors propose a null-space based preemptive scheduler for joint eMBB and URLLC
traffics. They maximize the eMBB ergodic capacity while satisfying the URLLC users’ demands.
The proposed scheduler decreases the amount of interference for a URLLC user by de-orienting
its decoding vector into almost the nullspace of an eMBB user that uses the same resources with
the URLLC user.

6.2.2.2 URLLC Solutions

The URLLC traffic demand for both scheduled and non-scheduled devices need to be satisfied
for 5G and 6G applications [13]. The critical device-to-device communications and critical data
are examples of non-scheduled URLLC traffic. In [13], the authors propose a distributed and risk-
aware machine learning algorithm for radio resource management (RRM) for both scheduled and
non-scheduled devices in the network. The intelligent RRM is fed by measurements in the radio
environment such as users, mobility maps, interference, and channel quality measurements. The
proposed solution uses both orthogonal and non-orthogonal resource slicing to satisfy the delay
and reliability demands of the URLLC traffic type. In their model, base stations are also coordi-
nated and share information such as the handover of a device that demands URLLC traffic type.
They also classify users based on their latency and reliability requirements.

In [88], the authors consider a multi-channel method to achieve low latency communication in
the unlicensed band. They show that the duration between two successful consecutive frames
decreases by the increasing number of unlicensed channels used for the multi-channel method.

6.2.2.3 Interference Management

In [93], the authors propose a method called suppressing alignment to decrease peak-to-average
power ratio (PAPR) and out-of-band interference that affects adjacent channels. The proposed
method uses channel state information to align the suppressing signal with the cyclic prefix (CP)
duration of the OFDM signal at the receiver.

In [35], the authors propose a non-orthogonal scheme to reduce interference between two users.
The first latency-critical user uses OFDM and grant-free (GF) access. The second latency-
tolerant user uses OFDM with index modulation (OFDM-IM) and grant-based (GB) access. OFDM-
IM uses both classical modulation scheme and subcarrier indices to transmit information. In
OFDM-IM, there are some empty subcarriers that could help to control the interference. To con-
trol the interference that affects the first (latency-critical) user, they reduce the number of active
subcarriers in the second user transmission that uses OFDM-IM. As a result, frequency flat inter-
ference becomes frequency-selective interference as seen in Fig. 4 in [35]. This method improves
the bit error rate performance of the first user by controlling the interference.

6.2.2.4 Proactive Measures Based on Channel Quality

It is possible to increase the system performance in terms of reliability and latency by utilizing
channel state information and applying proactive measures. In [62], the authors consider a smart
factory environment with several sensors that send data periodically to an access point. They
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assume that there is channel time correlation, and propose a method for a dynamic pilot allo-
cation scheme to update channel state information. They also propose a graph-based resource
allocation algorithm that considers latency and reliability requirements and uses channel state
information. The algorithm priorities the sensors that are close to the access point. The authors
also propose a fairer version of their algorithm.

In [70], the authors propose a method for the OFDM-IM system to increase the BER performance
by utilizing channel information. In the OFDM-IM system, there are some empty subcarriers that
carry information in the space domain. They assume that the channel is perfectly known both
in the receiver and transmitter, and they propose a method to align empty subcarriers with deep
fading sub-channels. They use a circular shift block both in the transmitter and the receiver to
align empty subcarriers. As a result, there is a BER performance increase in the system.

6.2.3 Retransmission Schemes for URLLC

Retransmission techniques, especially HARQ, were widely investigated in wireless systems to
improve the reliability of communication, at the cost of additional radio resources and delay. In
URLLC, however, the additional delay induced by the packet retransmissions in HARQ could
become a key bottleneck. To satisfy the contradictory objectives in URLLC, some extensions to
the retransmission schemes are considered. A recent survey paper on HARQ is [6]. An earlier
paper [74] summarised some potential enhancements.1

6.2.3.1 Adaptive HARQ with Enriched Feedback

In conventional HARQ schemes, the receiver uses a binary feedback message (ACK/NACK) to
inform the transmitter of the success/failure of a packet transmission. Once a NACK is received,
or an ACK has not been received within a pre-determined time window, the retransmission will
be initiated. To improve the retransmission process, some information, including channel state
information (CSI), channel quality indicator (CQI), accumulated mutual information (AMI), and de-
coder state information (DSI), can be combined with the NACK message. Based on the received
information, MCS, packet length, number of retransmissions (e.g., in K-repetition), power control,
and resource allocation can be updated adaptively.

6.2.3.2 Early/Proactive HARQ

As indicated in [74], approximately 60 percent of the processing time are usually spent for channel
decoding in LTE. Therefore, it is beneficial to consider some methods to reduce the decoding
time, especially when the decoding is unsuccessful (since the computational resources spent
on the decoding process is mostly wasted). Early stop (ES) and deferred iterations (DI) can
be considered in this case. The former terminates the decoding process once some stopping
criteria is satisfied, and the latter postpones the decoding iterations until it is convinced that
sufficient information is available for successful decoding, otherwise the retransmission request
is sent immediately.

6.2.3.3 Blind/Autonomous HARQ

When some relevant information is available at the transmitter, e.g., CSI, it may retransmit im-
mediately without waiting for any feedback under scenarios such as deep fade. More simply, if

1Some relevant papers can be found in these survey papers, and they will not be cited separately here.
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the transmitter repeatedly retransmits the packets without relying on any other information, the
scheme reduces to K-repetition.

6.2.3.4 Others

Non-orthogonal multiple access (NOMA) can be combined with HARQ (e.g., in [60, 73]) to im-
prove the spectral efficiency. Some machine learning techniques were investigated for early
feedback prediction [84]. Actually, machine learning can be applied in most of the aforemen-
tioned problems for potential performance improvement. A network coding based scheme with a
sliding window to reduce the latency is proposed and compared with K-repetition in [30]. A the-
oretical performance characterization with discrete-time finite state Markov model can be found
in [78]. By leveraging the recent results on the achievable rates of finite-length channel cod-
ing, the authors in [66] proposed a fast HARQ protocol and provided some theoretical results,
including the message decoding probability, throughout, expected delay, and error probability.

6.2.4 Alternative Waveforms for URLLC

Some alternative waveforms, including GFDM, UFMC, filtered-OFDM, Generalized DFT-s-OFDM,
and flexible DFT-s-OFDM, were summarized and compared in [89, Table 3], in terms of OOBE
and latency characteristics. However, waveforms can be as well an important tool to achieve ultra
reliable services.

OFDM based waveforms have typically high sensitivity to any frequency mismatches, Doppler
spread and phase noise. As an alternative to OFDM based waveform, it is proposed a constant
envelope frequency modulated multicarrier waveform which can improve BER performance in that
conditions in order to reach the most stringent reliability requirements. Additionally, thanks to the
constant amplitude of this waveform and its low PAPR, devices will become more energy efficient
as their power amplifiers can operate in their linear region. This energy efficiency becomes very
important, especially in the use cases where simpler devices (up to class 3 devices) are used, as
these require minimum energy consumption.

6.2.5 Learning-Based Random Access

Existing communication protocols are usually designed and optimized over simplified assump-
tions and models. Although this makes the analysis more tractable and leads to efficient im-
plementation, the real-world scenarios are much more complicated, and a perfect model never
exists. In terms of random access, the activities of users are usually uncoordinated and are
triggered by random events. Additionally, due to the overcomplicated temporal and spatial corre-
lation of events and the uncontrollable channel environment, it becomes exceedingly challenging
to find a sufficiently expressive model to characterize the behaviors of users while maintaining its
tractability.

Benefiting from the advances in deep learning, learning-based design of communication proto-
col has been extensively explored in recent years. The key advantage of these learning-based
methods is that they do not require an explicit system model. Due to the universal function approx-
imation capability of neural networks, the complex underlying model can be efficiently learnt from
data. For random access, a straightforward application of deep learning include traffic prediction
and real-time optimization of the system parameters (for example, the parameters of access class
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barring and backoff) [33, 54]. Deep learning can also be integrated into physical-layer process-
ings, for example, in [52], the authors proposed a learning-based random access framework to
detect and resolve preamble collisions. This method is in contrast to the conventional random
access schemes which are restricted to binary preamble detections.

Among different learning categories, reinforcement learning has shown its ability to improve com-
munication protocols in various application scenarios. In principle, reinforcement learning is a tool
to find the optimal decision policy in Markov decision processes. It has been widely investigated
for partially-observable environments and Markov games, which yield the field of multi-agent re-
inforcement learning (MARL). Different from supervised learning which requires labeled data,
reinforcement learning requires only a reward function to evaluate the decisions (actions), and
the policy can be learned through the interaction with the environment. The application of MARL
for random access has been investigated in [16, 18, 32, 51, 55, 96]. In [51], the authors consid-
ered pilot selection to avoid collision in random pilot selection, and their MARL-based scheme
was shown to achieve a throughput within 85% of the optimum in a heavily-loaded system. The
authors of [16] further considered a system with delay-constrained random traffics and proposed
a model-based MARL method to accelerate training. A tiny state-space R-learning random ac-
cess (TSRA) method was introduced in [32] for random access and showed superior performance
compared with some existing baselines. A transmission tax-based decoupled MARL approach
was introduced in [55] to dynamically adjust the transmission probabilities in a p-persistent carrier
sensing multiple access system. In [96], the authors considered the application of reinforcement
learning in NOMA systems. The authors of [18] considered a super-preamble structure, such that
a device can send multiple preambles in an access attempt to improve the success probability,
and the number of preambles to transmit is dynamically adjusted based on the status.

6.3 System Model and Evaluation Metrics of Grant-Free Ac-
cess Techniques

6.3.1 System Model

Consider a RadioWeaves network with N CSPs each equipped with M antennas and serving K
arbitrarily distributed single antenna users. Due to the sporadic nature of the traffic in the mas-
sive access scenario of massive machine-typed communication (mMTC), only a small fraction of
the K users are active at any given time instant. We assume that each device transmits inde-
pendently with an activation probability ϵ ≪ 1. Let ak ∈ {0, 1} where ak = 1 denotes that the
kth device is active and ak = 0 that it is inactive and Pr(ak = 1) = ϵ and Pr(ak = 0) = 1 − ϵ.
Let a = (a1, a2, · · · , aK) denote the activity of K users at any time instant. Due to the sporadic
nature of mMTC traffic, the vector a will be sparse. The set of active users is denoted by Ka i.e.,
Ka = {k : ak = 1}.
The channel between antenna m in CSP n to device k is given by

gnnk =
√

βmkhnmk, (6.1)

where βnk is the large-scale fading coefficient between the nth CSP and the user k and hnmk ∼
CN (0, 1) is the small-scale fading coefficient.

Due to a large number of users, typically K ≫ τc, assigning orthogonal pilot sequences to each
user is not feasible. Instead we assign non-orthogonal unique signature sequence, sk ∈ CL×1
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to each user k, where L ≤ τc is the signature sequence length. We assume that the signature
sequences of all the users are known at the ECSP.

The signal ynm ∈ CL×1 received at antenna m of CSP n is given by

ynm =
K∑
k=1

ak
√
ρkgnmksk +wnm

= SDaDρgnm +wnm,

(6.2)

where S = [s1 s2 . . . sK ] ∈ CL×K is the collection of all signature sequences, ρk is the power
transmitted by user k, Da = diag(a), Dρ = diag(ρ1, ρ2, . . . , ρK), gnm = [gnm1 gnm2 . . . gnmK ]

T ∈
CK×1 is the channel vector from all K users to the mth antenna of the nth CSP and wnm ∼
CN (0, σ2IL) is the independent additive white Gaussian noise vector.

6.3.2 Evaluation Metrics

The performance of any detection scheme is characterised predominantly by two metrics namely,
the probability of miss detection and the probability of false alarm. In the context of grant-free
random access, miss detection means that, when the activity of a device goes undetected, while
it is actually transmitting. Likewise, a false alarm occurs if a device is considered active by the
detection algorithm whereas it is not transmitting any information. We define the probability of
miss detection as the average ratio of undetected devices to the number of active devices

Pmd = 1− E


∣∣∣Ka ∩ K̂a

∣∣∣
|Ka|

 ,

where K̂a = {k|âk = 1,∀ ∈ [1, K]} denotes the estimated set of active devices. Note that
on average |Ka| = Ka. Similarly, the probability of false alarm is the ratio of inactive devices
considered active to the number of inactive devices and is given by

Pfa = E


∣∣∣K̂a \ Ka

∣∣∣
K − |Ka|

 .

Any carefully designed detection algorithm aims to decrease both these probabilities. However,
any procedure that improves the detection performance invariably degrades the probability of
false alarm and vice versa. A parameter v is introduced to chooise a desired probability of false
alarm and miss detection. A lower v yields a lower activity threshold, resulting in more devices
considered active. This in turn lowers the probability of miss detection, while increasing the
probability of generating a false alarm.

Page 60 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

6.4 New Distributed AMP Algorithm for Activity Detection in
Grant-Free Access

In this section, we develop a new algorithm for activity detection for grant-free multiple access
in D-MIMO. The algorithm is a distributed version of the approximate message passing (AMP)-
based on a soft combination of likelihood ratios computed independently at multiple CSP. The
underpinning theoretical basis of our algorithm is a new observation that we made about the
state evolution in the AMP. Specifically, with a minimum mean-square error denoiser, the state
maintains a block-diagonal structure whenever the covariance matrices of the signals have such
a structure. We show by numerical examples that the algorithm outperforms competing schemes
from the literature. The materials in this section were originally presented in [17].

6.4.1 System Model and Power Allocation

We consider the uplink of a D-MIMO system, where N CSPs jointly serve K single-antenna
devices. Each CSP has M receive antennas, and the total number of antennas in the sys-
tem is denoted by Mtot = NM . Each device, k ∈ K, is pre-allocated a pilot sequence sk =
[s1k, · · · , sLk]T ∈ CL with unit energy, i.e., ∥sk∥2 = 1. In each time slot, the activity of device k is
modelled by a binary random variable, ak ∼ Bernoulli(ϵk).

The received signal, Yn ∈ CL×M , at the n-th CSP can be expressed as

Yn =
∑
k∈K

√
Lρkakskg̃

T
nk +Wn, (6.3)

where ρk ∈ [0, pmax] is the transmit power of device k. The channel between CSP n and device
k is modeled by g̃nk ∼ CN (0, R̃nk), where R̃nk ∈ CM×M is the spatial correlation matrix, and
βnk = tr(R̃nk)/M can be interpreted as the large-scale fading coefficient (LSFC). The channel is
assumed to be uncorrelated between different CSPs and devices. The noise matrix Wn ∈ CL×M

has i.i.d. CN (0, σ2) elements, where σ2 is the noise variance.

For notational brevity, we define the effective channel gnk ≜
√
Lρkg̃nk, which has the distribution

CN (0,Rnk), where Rnk = LρkR̃nk, and κnk = Lρkβnk can be interpreted as the received signal
strength of device k at CSP n.

Denoting the pilot matrix by S = [s1, · · · , sK ], the effective channel matrix by Gn = [gn1, · · · ,gnK ]
T ,

and the vector of device activities by a = [a1, · · · , aK ]T , the received signal model in (6.3) can be
written as

Yn = SDaGn +Wn. (6.4)

By combining the received signal at all CSPs, we obtain

Y = SDa [G1, · · · ,GN ]︸ ︷︷ ︸
≜G

+ [W1, · · · ,WN ]︸ ︷︷ ︸
≜W

, (6.5)

where G = [g1, · · · ,gK ]
T and gn = [gT

n1, · · · ,gT
nK ]

T is the channel from device n to all CSPs.
Note that by assuming uncorrelated fading across different CSPs, gk has the distribution CN (0,RK),
where RK is block-diagonal: Rk = bdiag(R1k, · · · ,RNk).

The system model in (6.5) is an instance of the linear measurement model Y = SX+W, where
the unknown signal matrix X is row sparse, and each row xT

k = akg
T
k has a Bernoulli-Gaussian

distribution. Therefore, activity detection becomes a support recovery problem in compressed
sensing (CS), which can be solved using the AMP algorithm.
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6.4.1.1 Dynamic Cooperative Clustering

We assumed that each device was served by all CSPs. This configuration is not scalable in
complexity and resource requirements as N → ∞. Meanwhile, the AMP algorithm, or more
generally, CS techniques, are known to work in the regime where the measurement size (pilot
length) is larger than or equal to the support size (number of active devices).

To address these issues, we consider a dynamic cooperation clustering (DCC) framework, such
that a device is served only by the CSPs with indices in the set Kd

n ⊂ K. Conversely, a CSP only
serves a subset of devices Kd

n = {k ∈ K : n ∈ N d
k }. There are two advantages of using the DCC

framework: 1) the computational complexity is reduced; 2) the effective number of active devices
served by a CSP decreases.

6.4.1.2 Power Allocation

In D-MIMO, since the CSPs are spread out, the channel gains from a device to different CSPs
vary significantly. The signal strength from a device is generally larger at CSPs that are physically
close to the device than at other CSPs.

We propose a user-centric power allocation scheme that comes in a few different variations. The
details are as follows:

1) Each device k is associated with the subset of CSPs, say N p
k , for which the large-scale

fading components (LSFCs) exceed a threshold β th
k :

N p
k = {n ∈ N : βnk > β th

k }. (6.6)

If no CSP satisfies this requirement, we associate the device to the CSP with the largest
LSFC, i.e.,

N p
k = N p

k ∪ {argmaxn∈N βnk}. (6.7)

2) For each device, a coefficient sn is calculated. We consider the three different choices:

uk =


1, FullPower

maxn∈N p
k
βnk, MasterCSP

1

|N p
k|

∑
n∈N p

k
βnk, AvgCSP

. (6.8)

3) For each device, the transmit power is set to

ρk = min {umin/uk, 1} pmax, (6.9)

where umin = mink′:|N p
k |≥1 uk′ is the minimum coefficient among all devices for which at least

one CSP satisfies the LSFC requirement, i.e., βnk > β th
k .

6.4.2 Activity Detection in D-MIMO

We present a novel distributed AMP (dAMP) procedure in Algorithm 1 which utilises the DCC
framework and the block-diagonal structure of the covariance matrices to implement the device
activity detection at different CSP in a distributed manner. We directly provide the algorithm here
for readability, and interested readers can find the detailed derivations provided in Section A.1.
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Algorithm 1 distributed AMP (dAMP)

Require: S,{Yn},{Rnk}
Ensure: Z0

n = Yn, x̂t
nk = 0, and Σ0

n = 1
LY

T
nY

∗
n, ∀n,∀k

1: for each n ∈ N , independently do
2: for t = 0, 1, · · · do
3: for each k ∈ Kd

n do
4: ξtnk = (Zt

n)
T s∗k + xt

nk

5: Ψt
nk = Rnk(Rnk +Σt

n)
−1

6: Ωt
nk = (Σt

n)
−1 − (Rnk +Σt

n)
−1

7: ℓtnk =
|Rnk+Σ

t
n|

|Σt
n|

exp
(
−(ξtnk)HΩt

nkξ
t
nk

)
8: θtnk =

(
1 + 1−ϵk

ϵk
ℓtnk
)−1

9: x̂t
nk = θtnkΨ

t
nkξ

t
nk

10: end for
11: Ut

n = 1
K

∑
k∈Kd

n
θtnkΨ

t
nk(I+(1−θtnk)ξtnk(ξtnk)HΩt

nk)

12: Zt+1
n = Yn −

∑
k∈Kd

n
sk(x

t
nk)

T + K
L
Zt

nU
t
n

13: Σt+1
n = 1

L
(Zt+1

n )T (Zt+1
n )∗

14: end for
15: end for

A centralised AMP (cAMP) is also developed in a similar way, while the step-wise details are
omitted. The key distinction in cAMP is that the denoiser for device n is designed using θtk =(
1 + 1−ϵk

ϵk

∏
n∈N d

k
ℓtnk
)−1 by combining the local LLRs from all its serving CSPs in each iteration.

These algorithms can be modified for other network structures. For example, multiple neighboring
CSPs can coherently process the received signals. In this respect, cAMP (fully coherent) and
dAMP (noncoherent) represent two extreme cases.

6.4.2.1 Complexity Analysis

The computational complexity of dAMP with correlated fading is dominated by the calculation of
matrix inversions and determinants in steps 5-7 of Algorithm 1 with complexity O(M3). Therefore,
the overall complexity is O(NTKM3). For the i.i.d. Rayleigh case, the complexity of matrix-vector
multiplications in steps 4, 7, and 9 is O(M2), and the matrix multiplications in steps 12 and 13
have complexity O(LM2). Since we are interested in the regime where L ≪ N , the overall
complexity becomes O(NTKM2). Notice that dAMP can be distributed, and the processing per
CSP has complexity O(TKM2). Furthermore, by using the DCC framework, we can replace K
by maxn |Kd

n|.
For comparison, the covariance-based method in [42] has overall complexity O(TK(N3

dom +
NL2)), where Ndom is the number of dominants CSPs; for the typical case Ndom < L, the com-
plexity becomes O(NTKL2). Note, however, that the method of [42] is developed for the i.i.d.
Rayleigh case and while extensions are possible, they are likely to incur higher complexity. Since
the number of antennas is typically small on a CSP, we have M < L, and our algorithms have
lower complexity than that of [42].
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Table 6.1: Runtime comparison in seconds.

cAMP dAMP
Cov. Approach

all CSPs DCC all CSPs DCC

L = 40 0.69 0.28 0.38 0.21 2.33
L = 20 0.70 0.29 0.37 0.21 1.34

6.4.3 Simulations

We consider a D-MIMO system with N = 20 CSPs with M = 3 antennas each. A total of K = 400
devices are randomly dropped in a 2 km×2 km squared area with activity probability ϵk = 0.1,∀k.
By using a wrap-around technique, we approximate an infinitely large network with 15 antennas
and 10 active devices per square km. The pilots are random Gaussian sequences normalised to
unit energy. The maximum transmit power is 23 dBm. The bandwidth is 1 MHz. The noise power
spectral density is −169 dBm/Hz. The LSFC is generated by −140.6 − 36.7 log10(dk) + Υk in
dB, where dk is the distance from device n to the CSP in km, and Υk is the shadow fading effect
distributed as N (0, σ2

sf), with standard deviation σsf = 4 dB. The small-scale fading is modeled by
i.i.d. Rayleigh for each pair of CSP and device. The LSFC threshold for power allocation is set to
satisfy pmaxβ

th
k = 6 dB, ∀k. For the DCC framework, we connect each device to the 10 CSPs with

the largest LSFC.

The performances of cAMP and dAMP are examined in Figure 6.1 with or without the DCC
framework and with different power allocation schemes. The probability of false alarm (missed
detection) was defined in Section 6.3. The covariance-based approach in [42] (with 3 dominant
CSPs) and the hard-decision-and-fusion based AMP method2 in [46] are used as baselines for
comparison. A runtime comparison is provided in Table 6.1.3

The results for pilot length L = 40 are shown in Fig. 6.1a. The following observations can be
made: (i) When the pilot length is larger than or equal to the average number of active devices,
AMP outperforms the covariance-based approach in almost all configurations since our AMP
algorithms can coherently process received signals from more CSPs. (ii) AMP works better with
full power. We hypothesise that this is because of the macro-diversity in distributed MIMO: for
each device there are almost always some CSPs to which the path gain is high. Thus, although
using full power usually works poorly for activity detection in co-located MIMO, it can be an option
in distributed MIMO where it is difficult to obtain an explicit objective for optimising the power
allocation. (iii) There is a performance gap between cAMP and dAMP due to the lack of coherent
processing across different CSPs for dAMP.

In Fig. 6.1b, the results are reproduced for pilot length L = 20, which is not a working regime for
AMP in the co-located case. We observe: 1) the performance loss of AMP is more significant than
for the covariance-based approach since the AMP is inherently restricted to scenarios where L ≥∑

an, while the covariance-based approach has a better scaling law [41]; 2) AvgAP becomes a
better power allocation scheme, potentially due to its better control of interference power under
increased pilot contamination; 3) DCC performs better than using all CSPs, since a CSP can

2Since [46] provided neither theoretical results nor algorithm details for the multi-antenna CSP case, we use the
expressions of probabilities of missed detection and false alarm in [63] to perform the decision fusion. Notice that this
method uses a minimum-probability-of-error criterion and does not produce receiver operating characteristic (ROC)
curves.

3The simulations were performed on an Intel Xeon Gold 6130 Processor.
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Figure 6.1: Performance of the cAMP, dAMP, and baseline algorithms with different power allocation
schemes.

ignore the devices with bad channel conditions; this is particularly helpful when L is small relative
to the average number of active users.
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6.5 Exploiting Partial Channel State Information in Grant-Free
Access

In this section, we will exploit the deterministic nature of static devices, e.g., in-place fixed Internet
of Things (IoT) devices. In [26], the long-term behaviour of the channel for a large array is
investigated. There, they conclude that the channel conditions are less time-variant than assumed
in theoretical works, for fixed IoT devices. Moreover, even after the channel state had changed
due to movement, e.g., a car passing by, the channel quickly recovers back to its previous state.
They observed that 90% of the measured channels had a correlation of over 0.9 over a period of
8 h, with respect to the first channel measurement.

In Section 6.5.1, we extend the model introduced in Section 6.3 and present an iterative maximum
likelihood estimator to detect the active devices for the co-located case. Following, Section 6.5.2
elaborates on the extension to the cell-free or RadioWeaves case.

6.5.1 Partial CSI in Co-Located Massive MIMO

6.5.1.1 System Model

To access the network, each active device k ∈ Ka sends a unique, non-orthogonal preamble of
length T , known to the network. The pilot symbol of the preamble sent by device k at pilot symbol
t is denoted by sk,t. The channel vector between the receive antenna m and user k is denoted by
hk,m ∈ C, and is considered fixed over the preamble duration. The received symbol at the m-th
antenna at time t is

yt,m =
K−1∑
k=0

hk,msk,tγk + wt,m, (6.10)

where γk is an unknown complex scalar and wt,m ∈ CM is i.i.d. zero mean circularly symmetric
complex Gaussian (ZMCSCG) noise with variance σ2. The unknown complex scalar γk can be
developed as

γk =
√
ρkake

jϕk , (6.11)

ρk ∈ R+ is the transmit power of device k, ak ∈ {0, 1} is the device activity and ϕk models a
potential phase offset. This offset ϕk can account for a carrier frequency offset (CFO), where the
CFO is considered constant over the preamble duration. By assuming that all M antennas are
perfectly synchronized, this offset is only dependent on the device. In case the device is inactive,
γk will be zero. We will introduce the term activity indicator to denote γk.

Let us consider that the base station (BS) knows a part of the CSI, i.e., gk,m in

hk,m = gk,m + λkϵk,m, (6.12)

where ϵk,m are i.i.d. ZMCSCG variables with unit variance, and λk ∈ R+ model the unknown part
of the CSI. The large-scale fading coefficient of user k is βk = E(∥hk∥2 /M) = ∥gk∥2 /M + λ2

k.
The factor λk models the quality of the known CSI. Hence, it quantifies the correlation of the
actual channel hk,m to the known CSI gk,m. In the extreme case with λk = 0, the CSI is perfectly
known and there is no uncertainty left, as was studied in [26]. This could be the case in practice
in a fully static environment and if the CSI estimates are noiseless. However, for a realistic IoT
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scenario, even for static devices, CSI is not perfect due to i) environment dynamics and ii) noisy
estimates. The parameter λk then quantifies this imperfection. It is here assumed to be known4.
Another extreme case, as considered in [41, 42], is obtained when gk,m = 0,∀m, implying that
only the large scale fading coefficients of user k is known, i.e., λk.

6.5.1.2 Device Activity Detection

This section describes the proposed actvity detection algorithm. In the first subsection, the log-
likelihood of the received preamble is derived. Then, given its nonconvex expression, an iterative
approach is proposed to estimate the parameters γk ∀k. Finally, activity detection is performed.

6.5.1.3 Log-Likelihood of the Received Symbols

Combining (6.10) and (6.12), the symbol, received at antenna m and for pilot symbol t, is given
by

yt,m =
K−1∑
k=0

(gk,m + ϵk,mλk)st,kγk + wt,m.

Stacking the observations at antenna m gives

ym =
K−1∑
k=0

gk,mskγk +
K−1∑
k=0

ϵk,mλkskγk +wm,

where

ym =

 y0,m
...

yt,m−1

 , sk =

 s0,k
...

st,k−1

 , wm =

 wm,0
...

wt,m−1

 .

For a given value of γk, ym|γk has a circularly symmetric Gaussian distribution with mean
∑K−1

k=0 gk,mskγk.
After defining the vector θm =

∑K−1
k=0 ϵk,mλkskγk +wm, the covariance matrix is

C = E
(
θmθ

H
m

)
(6.13)

=
K−1∑
k=0

λ2
k|γk|2sksHk + σ2IT , (6.14)

where we used the fact that ϵk,m were assumed to be i.i.d. and the additive noise is white. Note
that this covariance matrix does not depend on the antenna index m and is thus valid for all ym.

Defining the vector γ = (γ0, ..., γK−1)
T , the log-likelihood of the observation vector ym is

log p(ym|γ) = − ln (|C|)− T ln(π)− θH
mC

−1θm.

Given the independence of ϵk,m and wt,m over the antennas, the different ym are independent as
well. Hence, the likelihood of the aggregated observations at all antennas y = (yT

0 , ...,y
T
M−1)

T

4It could be set to a certain value depending on the user activity profile and/or tracked for each user over time.
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Inputs
σ2, λk, gm,k,
ym ∀m, k

Initialization
k′ ← 0, γ̂ ← γ̂ init

Amplitude Optimization
(6.21), (6.22) or (6.23)
r̂k′ ← argmax f̃(rk′)

Phase Optimization (6.17)
ϕ̂k′ ← ∠sHk′C

−1∑M−1
m=0 g

∗
k′,myk′,m

Converged?

Iterative maximum likelihood estimator

Tolerance
Max iteration

Activity Detection
γ̂k ≤ γth,k ∀k

No

Yes

k′ ← k′ + 1 mod K

Updated γ̂k′ ← r̂k′e
ȷϕk′

γ̂

Figure 6.2: Block diagram of the iterative maximum likelihood estimator and activity detection.

becomes the product of the likelihood and the log-likelihood becomes the sum

log p(y|γ) =
M−1∑
m=0

log p(ym|γ) (6.15)

= −M ln (|C|)−MT ln(π)−
M−1∑
m=0

θH
mC

−1θm.

Iterative Algorithm for Maximizing Likelihood The maximum likelihood estimator of γ is ob-
tained by maximizing

γ̂ML = argmax
γ

log p(y|γ).

Unfortunately, this problem is not trivial to solve given the nonlinear and nonconvex dependence
of the log-likelihood, more specifically the covariance matrix C, in γ.

An idea to maximize the likelihood is to use an iterative approach, similarly as [41, 42]: at each
iteration, all γk are kept fixed but one, which is optimized and updated. This way, they get up-
dated one by one until convergence is attained, i.e., a maximum number of iterations or a certain
tolerance is reached. A block diagram of the algorithm is given in Fig. 6.2 and the pseudocode is
summarized in Algorithm 2.

Let us consider that γk′ needs to be updated. Note that γk′ is complex-valued and the optimization
needs to be done carefully. Using the definition introduced in (6.11), we can rewrite γk′ with a
phase-amplitude decomposition: γk′ = rk′e

ȷϕk′ , with rk′ = |γk′ | = √ρkak. The optimization with
respect to γk′ is done in the following in several steps: i) optimizing the phase ϕk′ for a fixed value
of rk′ , ii) re-inserting this expression in the objective function to remove the dependence in ϕk′

and iii) optimizing the amplitude.
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Phase optimization To highlight the dependence of the objective function in γk′ for constant
values of other γk, k ̸= k′, let us define the vector

yk′,m = ym −
K−1∑

k=0,k ̸=k′

gk,mskγk, (6.16)

which can be seen as a cancellation of device interference to isolate the contribution from de-
vice k′. Hence, the objective function to maximize can be written as5

f(rk′ , ϕk′) = −M ln (|C|)−
M−1∑
m=0

(
yk′,m − gk′,msk′rk′e

ȷϕk′
)H

C−1
(
yk′,m − gk′,msk′rk′e

ȷϕk′
)
,

where we explicitly express the dependence in (rk′ , ϕk′) while the other (rk, ϕk), k ̸= k′ do not
appear since they are considered constant. Note that the matrix C, defined in (6.13), does not
depend on ϕk′ but only rk′ . In the extreme case of no prior CSI, i.e., gk′,m = 0 ∀m, the dependence
of f(rk′ , ϕk′) in ϕk′ disappears and there is an underdetermination and no estimate of the phase
offset can be obtained. In other cases, we can find that, after some manipulations,

df

dϕk′
= 0↔ ϕ̂k′ = ∠sHk′C

−1
M−1∑
m=0

g∗k′,myk′,m. (6.17)

This result has an intuitive understanding: the optimal phase ϕ′
k tends to align the partial CSI with

the observations due to device k′.

Removing the phase dependence Inserting this optimal value in the objective function f(rk′ , ϕk′)
makes the dependence in ϕk′ vanish and gives

f(rk′) = −M ln (|C|)−
M−1∑
m=0

yH
k′,mC

−1yk′,m − r2k′s
H
k′C

−1sk′
M−1∑
m=0

|gk′,m|2 + 2

∣∣∣∣∣
M−1∑
m=0

yH
k′,mC

−1sk′gk′,m

∣∣∣∣∣ rk′ .
(6.18)

Amplitude optimization In the expression of f(rk′), a complex modulus of an expression that
depends on rk′ has appeared, which complicates differentiation. After some manipulations, we
get

f̃(rk′) = −M ln (|C|) + αr2k′ + βrk′

1 + δr2k′
, (6.19)

where we defined the constants (independent of rk′) α, β and δ, as

α =
M−1∑
m=0

|yH
k′,mC

−1
−k′sk′|2λ2

k′ − sHk′C
−1
−k′sk′

M−1∑
m=0

|gk′,m|2

β = 2

∣∣∣∣∣
M−1∑
m=0

yH
k′,mC

−1
−k′sk′gk′,m

∣∣∣∣∣
δ = sHk′C

−1
−k′sk′λ

2
k′ . (6.20)

5For clarity, we omit in the following the constant term MT ln(π) which does not affect optimization as it does not
depend on γ and vanishes after differentiation.
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One can note that f̃(rk′) in (6.19) can now be differentiated with respect to rk′ . Setting the
derivative to zero gives, noting that the denominator is always strictly positive,

df̃

drk′
= 0

↔ 0 = −r3k′2Mδ2 − r2k′βδ + rk′(−2Mδ + 2α) + β, (6.21)

which is a polynomial of degree 3 in rk′ . There are closed-form solutions for the roots of such
polynomials. One should still check for the best solutions among them, restricted to be positive
and real.

The algorithm is summarized in the pseudocode Algorithm 2. At each iteration, the constants α,
β and δ can be easily re-evaluated based on (6.20).

Algorithm 2 Iterative maximum likelihood device activity detector

Require: σ2, λk,ym, gk,m, γ̂ init ∀k,m
k′ ← 0
γ̂ ← γ̂ init

C−1 ←
(∑K−1

k=0 λ2
k|γ̂k|2sksHk + σ2IT

)−1

while Not converged do
Compute yk′,m, C−1

−k′ , α, β and δ based on (6.16) and (6.20)
r̂k′ ← argmax f̃(rk′) ▷ Update amplitude based on (6.21), (6.22) or (6.23)
ϕ̂k′ ← ∠sHk′C

−1∑M−1
m=0 g

∗
k′,myk′,m ▷ Update phase

γ̂k′ ← r̂k′e
ȷϕ̂k′

C−1 ← C−1
−k′ −

C−1
−k′sk′s

H
k′C

−1
−k′r

2
k′λ

2
k′

1+sH
k′C

−1
−k′sk′r

2
k′λ

2
k′

k′ ← k′ + 1 mod K
end while

Particular case: device with no CSI Now consider that, for a given k′, gk′,m = 0 ∀m. This
could be because this device is new or moving a lot such that its CSI is outdated. Only, its
parameter λk′ is known. At iteration of user k′, evaluating (6.20) for λk′ = 0 implies that β = 0.
Hence, (6.21) simplifies to

0 = 2rk′(−r2k′Mδ2 −Mδ + α),

which has a trivial solution in rk′ = 0. One of the other root is always negative. Keeping only the
positive one, we find the amplitude update

r̂k′ =

√
α−Mδ

Mδ2
. (6.22)

If this root is imaginary, we set r̂k′ to zero. As discussed before introducing the phase update
equation (6.17), in the case of no prior CSI, the phase ambiguity cannot be resolved. This partic-
ular case gives an update relatively similar to the maximum likelihood estimator derived in [41].

Particular case: device with complete prior CSI Now, consider that, for a given k′, λk′ = 0,
so that the CSI is perfectly known. Only the phase shift and the transmit power are unknown. At

Page 70 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

iteration of user k′, evaluating (6.20) for λk′ = 0 implies that δ = 0. Hence, (6.21) simplifies to a
linear equation 0 = rk′2α + β, which gives the following amplitude update

r̂k′ =
−β
2α

=
|sHk′C−1∑M−1

m=0 g
∗
k′,myk′,m|

sHk′C
−1sk′

∑
m′ |gk′,m′ |2 , (6.23)

while the phase is updated according to (6.17).

Initialization To start the iterative algorithm, we consider different choices to initialize γ̂ init. A
simple choice is to initialize to zero, i.e., γ̂0

init = 0. Another choice is to initialize solely based on
the available prior CSI, considering that λk ≈ 0, ∀k. The estimator is similar to [26], except that,
here, prior CSI is used instead of complete CSI.

If λk ≈ 0, ∀k, the covariance matrix C, defined in (6.13), simplifies to C = σ−2IT , which is
independent of γk. Hence, many terms of the log-likelihood in (6.15) becomes independent of γ.
Maximizing (6.15) becomes equivalent to the following minimization

max
γ

log p(y|γ) = min
γ

M−1∑
m=0

∥∥∥∥∥ym −
K−1∑
k=0

gk,mskγk

∥∥∥∥∥
2

= min
γ
∥y − Γγ∥2 ,

where we defined the vector and matrix notations

y =

 y0
...

yM−1

 , Γ =

 Γ0
...

ΓM−1

 , Γm =
(
s0 . . . sK−1

)
.

This minimization problem is a quadratic function of γ, which is convex, and can be easily solved
by setting the Wirtinger derivative to zero. It can also be seen as a least squares problem. The
estimate has the following closed-form expression

γ̂ZF
init =

(
ΓHΓ

)−1
ΓHy. (6.24)

This last estimator can be seen as a ZF estimator, which requires a matrix inversion. To avoid
ill-conditioning, a first necessary condition is that K ≤MT . This condition is not sufficient as the
channel and preamble of two devices could be correlated, especially when K is on the order of
MT . Moreover, if no prior information gk,m is available for a given user k′, i.e., gk′,m = 0, ∀m, the
inverse will also be ill-conditioned. Indeed, this implies that the k′-th column of Γ becomes null
and thus Γ is rank deficient. Moreover, the prior CSI might be noisy, leading to unstable results.

To make initialization more robust, we can use a least minimum mean square error (LMMSE)
criterion. To do this, some prior knowledge must be assumed on the statistics of γ, more specifi-
cally, its first and second order moments. We here make the following assumptions: i) the activity
of each device is independent of one another, ii) the average activity and average transmit power
of each device is known and iii) no prior information is known on the phase offset so that ϕk is
considered uniformly distributed between 0 and 2π. Under these assumptions, we have E(γ) = 0
and D = E(γγH) = diag (E(a0)E(ρ0), ...,E(aK−1)E(ρK−1)). Hence, for the linear observation
model y = Γγ + w, still considering that λk ≈ 0, ∀k, the LMMSE estimator of γ is then given
by [59]

γ̂LMMSE
init =

(
ΓHΓ+ σ2D−1

)−1
ΓHy. (6.25)
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Note that the matrix to be inverted is always well-conditioned. Finally, a matched filter (MF)
estimator could be used to avoid the need for matrix inversion.

γ̂MF
init =

(
diag(ΓHΓ) + σ2D−1

)−1
ΓHy. (6.26)

Activity Detection A non-negative activity threshold γth,k is applied for each device k. A device
is considered active if |γ̂k| ≥ γth,k. The real-valued threshold is defined as,

γth,k = v
√

SNRk

−1
, (6.27)

where v is chosen to have a desired probability of false alarm and miss detection performance
and with SNRk = Mβk/σ

2 = E(∥hk∥2)/σ2 = (∥gk∥2 +Mλ2
k)/σ

2.

6.5.1.4 Numerical Assessment

Table 6.2: Simulation parameter set with default values.

Parameter Symbol Default value

Number of devices K 500

Number of total antennas M 64
Signal-to-noise ratio SNR 20dB

Device activity probability ϵa 0.1

Pilot sequence sk ∼ CN (0, 1)

Pilot length τp 10 symbols
Phase offset ϕk ∼ U[0,2π]
Number of simulations Nsim >10 000

Number of algorithm iterations Niter K · 4
Initialization vector ˆγ init γ̂LMMSE

init (6.25)
Unknown part of the CSI λ 0.3

The default simulation configurations are summarized in Table 6.2. The device activity profile is
generated randomly and independently for each device with a probability ϵa = 0.1, meaning that
on average ϵaK = 50 devices are active simultaneously. Or equivalently, the devices have an
average duty cycle of 10%, which is high for typical IoT applications [24]. The channel between
the BS and device k is modelled as in (6.12). The pilot sequence is randomly generated from
a complex Gaussian distribution sk ∼ CN (0, 1), and is assumed to be known by the BS. Each
device uses a pilot sequence of 10 symbols. A random phase offset ϕk ∼ U[0,2π] is generated to
simulate a carrier frequency offset (considered time-invariant over the preamble duration). The
source code for all simulations can be accessed online6.

Convergence of different initialization vectors The convergence of different initializations is
evaluated with respect to the genie-aided approach. In the genie-aided case, the algorithm is
initialized with the real activity indicators, i.e., γ. The convergence is assessed via the likelihood
(6.15) and the mean square error (MSE). The former should monotonically increase with each
iteration, while the MSE can vary as it can not directly be minimized. The performance of the
different initialization vectors for γ̂ init are depicted in Figure 6.3. The bottom figures zoom in on a

6https://github.com/wavecore-research/grant-free-random-access-partial-csi
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smaller region to distinguish the performance of the initialization vectors when converging closer
to the genie-aided case. While all initialization methods approximate the genie-aided case, the
initialization vector has a non-negligible impact on the performance of the algorithm. An intuitive
approach is to initialize with 0 because the activity probability is low and hence, on average,
90% of the devices are expected to be inactive. As illustrated in Figure 6.3, γ̂ init = 0 requires
considerably more iterations to approach the other initialization methods.
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lo
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Number of iterations (Niter/K)
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)

Figure 6.3: The log-likelihood (6.15) and MSE of the estimated activity indicators for different initialization
vectors. While with all initialization vectors the genie-aided case is approximated, different number of
iterations are required.

Impact of the quality of prior CSI Figure 6.4 illustrates the performance of the detector al-
gorithms for different correlations between the actual channel and the known CSI, i.e., λ. With
increased λ, and thus decreased channel knowledge, both the LMMSE estimator and the pro-
posed algorithm have an increased probability of miss detection. The figure also demonstrates
the gain of the proposed algorithm with respect to the LMMSE estimator. The algorithm out-
performs the LMMSE estimator for all λ and is most effective when the prior CSI has a strong
correlation with the actual channel, and diminishes with decreased channel knowledge.

Impact of the signal-to-noise ratio Figure 6.5 shows the false alarm and miss detection prob-
ability of the LMMSE estimator and the iterative maximum likelihood device activity detector for
different device SNRs. The full CSI case is included as a baseline for comparison, where the full
CSI is known instead of only a portion (λ). Fig. 6.5 demonstrates the large performance gain of
the proposed algorithm with respect to the LMMSE estimator. The graph demonstrates that the it-
erative algorithm lowers the probability of miss detection by a factor of 21 for the same probability
of false alarm. The performance is only marginally increased for very low SNRs (below zero).
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Figure 6.4: Performance of the proposed algorithm ( ) versus the LMMSE estimator ( ) for different
values of channel knowledge. The probability of miss detection is shown for different values of Pfa.
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Figure 6.5: The probability of false alarm and miss detection for different device SNRs for the LMMSE
estimator when having full CSI ( ) and partial CSI ( ), and the proposed iterative algorithm with
partial CSI ( ). No miss detection or false alarm occurred in the full CSI case for SNR values of 6.67dB
and 20dB.

6.5.2 Partial CSI in RadioWeaves

The previous work is extended to the RadioWeaves system, where we have geographically dis-
tributed CSPs each having one or more antennas.

6.5.2.1 System Model Extension to RadioWeaves

The model (6.10) of the co-located case can be extended by considering that are N CSPs
equipped with Mn antennas. The UE index is denoted as k. Let us consider that the CSPs
know a part of the CSI, i.e., gk,n in

hn,k = γk(gn,k + λn,kϵn,k)e
ȷϕn,k ,

where γk is a scalar given by the square root of the transmitted power, λn,k is a factor that quanti-
fies the correlation of the channel to the known CSI. If λn,k = 0, we are in the fully static case while
if gn,k = 0, we are back to the case of only knowing large scale fading coefficient (cf. [41, 42]).
We can check both cases of knowing or not knowing λn,k. We consider that ϵn,k is composed
of ZMCSCG i.i.d. elements with unit variance. The phase shift ϕn,k comes from the presence of
CFO, where the phase offset is assumed constant across the transmission duration. The CFO is
assumed constant for the antennas of the same CSP but different across users and CSPs.
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6.5.2.2 Device Activity Detection

Similarly to Section 6.5.1, the log-likelihood of the received preambles is derived, and an iterative
algorithm is proposed to detect the activity of the UEs.

The derivations are included in Section A.2. Setting the derivative of (A.20) to zero gives

df̃

dγk′
= 0

0 =
∑
n

−γ3
k′2Mnδ

2
n − γ2

k′βnδn + γk′(−2Mnδn + 2αn) + βn

(1 + δnγ2
k′)

2 .

Solving this equation implies finding the root of a polynomial of degree with scales with 4N ,
which can rapidly becomes prohibitive. To resolve this, the sum over n can be truncated and
be restricted to the CSP with highest average channel power to user k. In that case, as in the
centralised case, the problem can be simplified to finding the roots of a polynomial of degree 3 in
γk′ .7

7The numerical evaluation of the proposed algorithm will be provided in another Reindeer deliverable.

Page 75 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

6.6 Impact of Antenna Deployment Topology on Performance
of Grant-Free Access Detection Methods

In this section, we study the impact of antenna topology on the activity detection performance.
First, we consider the activity detection problem when the antennas are distributed and later, the
activity detection algorithm is described.

6.6.1 Signal Model And Problem Formulation

Consider a RadioWeaves network with M uniform linear array (ULA) panels each equipped with
N antennas and serving K arbitrarily distributed single antenna users. Each ULA in the Radio-
Weaves deployment is considered as a CSP and all CSPs are considered to be connected to an
ECSP for joint processing of the signals. Due to the sporadic nature of the traffic in the massive
access scenario of mMTC, only a small fraction of the K users are active at any given time in-
stant. We assume that each device transmits independently with an activation probability ϵ≪ 1.
Let ak ∈ {0, 1} where ak = 1 denotes that the kth device is active and ak = 0 that it is inactive
and Pr(ak = 1) = ϵ and Pr(ak = 0) = 1 − ϵ. Let a = (a1, a2, · · · , aK) denote the activity of K
users at any time instant. Due to the sporadic nature of mMTC traffic, the vector a will be sparse.
The set of active users is denoted by Ka i.e., Ka = {k : ak = 1}.
The channel gain between the nth antenna in the mth AP to device k is given by

gmnk = β
1
2
mkhmnk (6.28)

where βmk is the large-scale fading coefficient between the mth CSP and the user k and hmnk ∼
CN (0, 1) is the small-scale fading coefficient. We assume that the large-scale fading coefficient
parameters {βmk} are known at the ECSP [41, 94]. We consider a block fading scenario where
each channel remains constant during a coherence interval [68, Ch.2] and all the channels are
independently distributed. Let τc be the number of channel uses per coherence interval. Due to
the large number of users, typically K ≫ τc, assigning orthogonal pilot sequences to each user
is not feasible. Instead we assign non-orthogonal unique signature sequence, sk ∈ CL×1 to each
user k, where L ≤ τc is the signature sequence length. We assume that the signature sequences
of all the users are known at the ECSP.

The signal ymn ∈ CL×1 received at the nth antenna of the mth CSP is given by

ymn =
K∑
k=1

akρ
1
2
k gmnksk +wmn

= SDaD
1
2
ρgmn +wmn,

(6.29)

where S = [s1 s2 . . . sK ] ∈ CL×K is the collection of all signature sequences, ρk is the power
transmitted by user k, Da = diag(a), Dρ = diag(ρ1, ρ2, . . . , ρK), gmn = [gmn1 gmn2 . . . gmnK ]

T ∈
CK×1 is the channel vector from all K users to the nth antenna of the mth CSP and wmn ∼
CN (0, σ2IL) is the independent additive white Gaussian noise vector.

Thus, the signal Ym ∈ CL×N received at the mth CSP can be expressed as

Ym = SDaD
1
2
ρGm +Wm, (6.30)
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where Gm = [gm1 gm2 . . . gmN ] ∈ CK×N is the channel matrix between the K users and the
mth CSP and Wm = [wm1 wm2 . . . wmN ] ∈ CL×N is the noise matrix.

Let the collection of signals be

Y =


Y1

Y2
...

YM

 =


SDaD

1
2
ρG1

SDaD
1
2
ρG2

...

SDaD
1
2
ρGM

+W

=


S 0 . . . 0
0 S . . . 0
...

... . . . ...
0 0 . . . S



DaD

1
2
ρ 0 . . . 0

0 DaD
1
2
ρ . . . 0

...
... . . . ...

0 0 . . . DaD
1
2
ρ



G1

G2
...

GM

+W,

(6.31)

where W = [WT
1 WT

2 . . . WT
M ]T. From (6.31), it can be seen that the columns of Y are inde-

pendent and each column is distributed as Y(:, i) ∼ CN (0LM ,Q), ∀i = 1, 2, . . . , N , where Q is
the covariance matrix given by

Q =


SDγDβ1

SH 0L . . . 0L

0L SDγDβ2
SH . . . 0L

...
... . . . ...

0L 0L . . . SDγDβM
SH

+ σ2ILM , (6.32)

where Dβm
is a diagonal matrix with diagonal elements corresponding to the large-scale fading

coefficient from K users to mth CSP, i.e., Dβm
= diag(βm) where βm = (βm1, βm2, . . . , βmK)

and Dγ = diag(γ), where γ = (a1ρ1, a2ρ2, . . . , aKρK).

By utilizing the block-diagonal structure of the covariance matrix Q, the likelihood of Y given γ is

p(Y|γ) =
M∏

m=1

N∏
n=1

1

|πQm|
exp

(
−yH

mnQ
−1
m ymn

)
=

M∏
m=1

1

|πQm|N
exp(−tr(Q−1

m YmY
H
m)),

(6.33)

where Qm = SDγDβm
SH + σ2IL. The maximum likelihood estimate of γ can be found by maxi-

mizing p(Y|γ) or equivalently minimizing − log(p(Y|γ)) which is given by

γ∗ = argmin
γ

M∑
m=1

log |Qm|+ tr

(
Q−1

m

YmY
H
m

N

)
subject to γ ≥ 0K .

(6.34)

To perform the activity detection, all the received signals at the CSPs need to be passed to the
ECSP for L ≥ N . When L < N , CSP m sends the sample covariance YmY

H
m to the ECSP

to reduce the fronthaul usage. The CPU needs to solve the optimization problem in (6.34). For
M = 1, the co-located architecture case, a covariance-based coordinate descent algorithm is
proposed in [47] for device activity detection. However, for a cell-free architecture, due to the
presence of M > 1 summation terms in (6.34), the brute force approach to solve (6.34) requires
huge complexity and the complexity increases exponentially with M .
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6.6.2 Device Activity Detection

In this section, we study the cost function (6.34) and exploit the features of cell-free architecture
to develop algorithms for activity detection in grant-free random access schemes.

6.6.2.1 Coordinate Descent Cost Function

Let

f(γ) =
M∑

m=1

log |Qm|+ tr

(
Q−1

m

YmY
H
m

N

)
(6.35)

be the cost function which needs to be minimized in (6.34). Define

fm(γ) = log |Qm|+ tr

(
Q−1

m

YmY
H
m

N

)
(6.36)

be the cost function associated with the mth block in (6.35). Then we can write f(γ) =
∑M

m=1 f
m(γ).

Setting Qm as a function of γ, i.e.,

Qm(γ) = SDγDβm
SH + σ2IL (6.37)

=
K∑
k=1

γkβmksks
H
k + σ2IL, (6.38)

we can see Qm as a sum of K rank-one updates to σ2IL. Thus, we can optimise f(γ) with
respect to one argument γk, k ∈ {1, 2, . . . , K} in one step and we iterate several times over the
whole set of variables until the cost function cannot be further reduced. A random ordering is
considered while optimising to avoid dependency during detection if any. For k ∈ {1, 2, . . . , K},
let us define fm

k (d) = fm(γ + dek), where ek is the kth canonical basis with a single-1 at the kth

coordinate. By applying the Sherman-Morrison rank-1 update identity [83] on Qm, we obtain(
Qm + dβmksks

H
k

)−1
= Q−1

m − dβmk
Q−1

m sks
H
kQ

−1
m

1 + dβmksH
kQ

−1
m sk

. (6.39)

By applying the determinant identity [90], we can obtain

|Qm + dβmksks
H
k | = (1 + dβmks

H
kQ

−1
m sk)|Qm|. (6.40)

Now we can write the overall maximum likelihood (ML) cost function in (6.35) for each coordinate
k as fk(d) =

∑M
m=1 f

m
k (d), given by

fk(d) = c+
M∑

m=1

log(1 + dβmks
H
kQ

−1
m sk)− dβmk

sH
kQ

−1
m QYm

Q−1
m sk

1 + dβmksH
kQ

−1
m sk

, (6.41)

where c =
∑M

m=1

(
log |Qm|+ tr(Q−1

m QYm
)
)

is a constant and QYm
= YmYH

m

N
. Taking the deriva-

tive of fk(d) with respect to d and equating to zero gives

f ′
k(d) =

M∑
m=1

βmks
H
kQ

−1
m sk

(1 + dβmksH
kQ

−1
m sk)

− dβmk

sH
kQ

−1
m QYm

Q−1
m sk

(1 + dβmksH
kQ

−1
m sk)2

= 0, (6.42)

which is a polynomial of degree 2M − 1. Hence, finding the value of d which minimizes (6.41)
requires a complexity ofO(M4L2) and involves solving higher degree polynomial equations. This
huge complexity calls for a low complexity design to ensure scalability of the device activity de-
tection in cell-free massive MIMO networks.
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6.6.2.2 Dominant CSP Based Activity Detection

For a device k, let
m′ = argmax

m
{βmk} (6.43)

be the index of the CSP with which the device has the dominant large-scale fading coefficient
and we call this CSP the most dominant CSP for the device k. In the proposed dominant CSP
based activity detection, the updates for any device is given by its corresponding dominant CSP.
Hence, at the CPU, we minimize the cost function with respect to the dominant CSP for device k
and the soft information about the device k from this CSP is propagated to the other CSPs. The
cost function of device k with respect to the dominant CSP m′ is given by

fk,m′(d) = log(1 + dβm′ks
H
kQ

−1
m′ sk)− dβm′k

sH
kQ

−1
m′QYm′Q

−1
m′ sk

1 + dβm′ksH
kQ

−1
m′ sk

. (6.44)

Taking the derivative of (6.44) and equating it to zero, we obtain

d∗ =
sH
kQ

−1
m′QYm′Q−1

m′ sk − sH
kQ

−1
m′ sk

βm′k(sH
kQ

−1
m′ sk)2

. (6.45)

Note that d∗ is the minimizer of fk,m′(d), but need not be the minimizer of fk(d). To preserve the
non-negativity of γ in (6.34), the optimal update step d is given by δ = max{d∗,−γk} and the
coordinate is updated as γk ← γk + δ. Using (6.39), the update step d is propagated to all the
sub covariance matrices Qm, ∀m = 1, 2, . . . ,M . This procedure will be done over the whole set
of random permutation of variables from the set {1, 2, . . . , K} and we iterate the entire procedure
until the cost function cannot be further reduced. The proposed algorithm is summarized in Al-
gorithm 3. The complexity of the proposed algorithm based on dominant CSP is O(IKML2),
where I is the maximum number of iterations. The term O(L2) considers the matrix-vector multi-
plications in Algorithm 3.

To perform activity detection, the output from Algorithm 3 is compared against a threshold γth
k for

each device k and is given by

âk =

{
1, if γ̂k ≥ γth

k

0, otherwise.
(6.46)

Let K̂a = {k | âk = 1,∀k ∈ [1, K] } be the estimate of the set of active devices. The thresh-
old γth

k is chosen to have a desired probability of miss detection and probability of false alarm
performance.

6.6.2.3 Clustering Based Activity Detection

The activity detection in Algorithm 3 uses data from one dominant CSP per device and the per-
formance improves when more antennas are used at the CSP [28, 47]. However, for activity
detection in a cell-free network, the optimal method would be if all CSPs are contributing to the
activity detection for all users, but this is unnecessarily computationally complex as mentioned in
Sec. 6.6.2.1. Since only a few CSPs are close to each user, we consider a cluster of CSPs with
good channels to the user. In this subsection, we consider the minimization of the cost function
in (6.41), by utilizing the received signals from a cluster of dominant CSPs for each device. To-
wards this, we define the function which returns the set of indices of the T maximum values from
the set of real numbers T , as

indmax
·,T

{T }.

Page 79 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

Algorithm 3 Coordinate Descend Algorithm for estimating γ

Input: Observations Ym,∀m = 1, 2, . . .M , βmk,∀m = 1, 2, . . .M, k = 1, 2, . . . K
Initialize: Q−1

m = σ−2IL,∀m = 1, 2, . . .M , γ̂0 = 0K

1: Compute QYm = 1
N
YmY

H
m,∀m = 1, 2, . . .M

2: for i = 1, 2, . . . , I do
3: Select an index set K from the random permutation of set {1, 2, . . . , K}
4: for k ∈ K do
5: Find the strongest link or CSP for device k , i.e.,
6: m′ = argmax

m
{βmk}

7: δ = max
{

sH
kQ

−1
m′QYm′Q

−1
m′ sk−sH

kQ
−1
m′ sk

βm′k(s
H
kQ

−1
m′ sk)

2 ,−γ̂k
}

8: γ̂i
k = γ̂i−1

k + δ
9: for m = 1, 2, . . . ,M do

10: Q−1
m ← Q−1

m − δ
βmkQ

−1
m sks

H
kQ

−1
m

1+δβmks
H
kQ

−1
m sk

11: end for
12: end for
13: if f(γ̂i) ≥ f(γ̂i−1) then
14: γ̂ = γ̂i−1

15: break
16: end if
17: γ̂ = γ̂i

18: end for
return γ̂

Note that the above function reduces to argmax, when T = 1.

Let
Mk = indmax

m,T
{βmk}, (6.47)

be the cluster of T < M dominant CSPs of the device k. For m ∈Mk, define

am = βmks
H
kQ

−1
m sk (6.48)

bm = βmks
H
kQ

−1
m QYm

Q−1
m sk. (6.49)

To minimize the cost function (6.41) by utilizing the signals from the T dominant CSPs for the
user k, we redefine the cost function as

fk,T (d) =
∑

m∈Mk

(
log(1 + dam)−

dbm
1 + dam

)
. (6.50)

Taking the derivative of (6.50) with respect to d, yields

f ′
k,T (d) =

∑
m∈Mk

am
1 + dam

+
bm

(1 + dam)2
. (6.51)

Equating (6.51) to zero yields∑
m∈Mk

(
((am + bm) + a2md)

∏
m′∈Mk\{m}

(1 + 2am′d+ a2m′d2)

)
= 0 (6.52)
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Algorithm 4 Clustering based coordinate descend algorithm for estimating γ

Input: Observations Ym,∀m = 1, 2, . . .M , βmk,∀m = 1, 2, . . .M, k = 1, 2, . . . , K
Initialize: Q−1

m = σ−2IL,∀m = 1, 2, . . . ,M , γ̂0 = 0K

1: Compute QYm = 1
N
YmY

H
m,∀m = 1, 2, · · · ,M .

2: ComputeMk = indmaxm,T {βmk}∀k = 1, 2, · · · , K.
3: for i = 1, 2, . . . , I do
4: Select an index set K from the random permutation of set {1, 2, . . . , K}
5: for k ∈ K do
6: for m ∈Mk do
7: Compute am = βmks

H
kQ

−1
m sk and

8: bm = βmks
H
kQ

−1
m QYm

Q−1
m sk

9: end for
10: Solve the polynomial equation

11: f ′
k,T (d) =

∑
m∈Mk

(
((am + bm) + a2md).

∏
m′∈Mk\{m}(1 + 2am′d+ a2m′d2)

)
= 0

12: Compute D = {d : f ′
k,T (d) = 0, ℑ(d) = 0, ℜ(d) ≥ −γk} ∪ {−γk}

13: Let fk,T (d) =
∑

m∈Mk

(
log(1 + dam)− dbm

1+dam

)
.

14: Compute δ = argmind∈D fk,T (d).
15: γ̂i

k = γ̂i−1
k + δ

16: for m = 1, 2, . . . ,M do
17: Q−1

m ← Q−1
m − δ

βmkQ
−1
m sks

H
kQ

−1
m

1+δβmks
H
kQ

−1
m sk

18: end for
19: end for
20: if f(γ̂i) ≥ f(γ̂i−1) then
21: γ̂ = γ̂i−1

22: break
23: end if
24: γ̂ = γ̂i

25: end for
return γ̂

which is a polynomial equation in d of degree 2T − 1. Let

D = {d : f ′
k,T (d) = 0,ℑ(d) = 0,ℜ(d) ≥ −γk} ∪ {−γk}, (6.53)

be the set of real roots of (6.52) and compute

δ = argmin
d∈D

fk,T (d). (6.54)

The value −γk is added to the set D to preserve the positivity of γ in (6.34) and the coordinate
is updated as γk ← γk + δ. The updating of sub-covariance blocks is carried out as explained in
Sec. 6.6.2.2. The proposed algorithm is outlined in Algorithm 4 and the activity detection can be
performed using (6.46).

When T = 1, the clustering based algorithm reduces to Algorithm 3. For T = 2, we have degree 3
polynomial equation in (6.52) and the roots can be solved in closed form [48]. For T > 2, we have
polynomials of degree 5 and higher and there exists no closed form solutions for the roots [8]. For
T > 2, the approximate roots of the polynomial in (6.52) can be found by finding the eigen values

Page 81 of 98



D3.2 - Methods for Communication and Initial Access with RadioWeaves

45
50

55

4648505254

6

8

10

Length (m)Width (m)

H
ei

gh
t(

m
)

(a) Co-located

0
50

100

0
50

100
3

4

5

Length (m)Width (m)

H
ei

gh
t(

m
)

(b) RadioWeaves

Figure 6.6: Two different antenna deployments: (a) co-located deployment in the shape of Candelabrum
and (b) RadioWeaves deployment with 4 ULAs on the walls.

Table 6.3: Simulation Parameters

Parameter Symbol Value

Frequency of operation f 2 GHz
Bandwidth 20 MHz
Temperature 300 K
Number of transmit antennas M 64
Number of users K 100
Transmit power 10 µW
Noise figure 7 dB
Activation probability ϵ 0.1
Signature sequence length L 10
Room specifications 100 m× 100 m× 10 m

of the companion matrix formed using the coefficients [69, Ch. 6] and the computation complexity
isO(T 3) [5]. Thus the overall complexity of the Algorithm 4 isO(IK(TL2+T 3+ML2)). The term
T 3 corresponds to the complexity for finding the coefficients of (6.52), which can be computed
using 2T point convolution. The term TL2 and ML2 corresponds to the complexities associated
with computation of coefficients am, bm and updating of covariance matrices, respectively.

6.6.3 Simulation Results

We consider two deployment strategies, co-located and RadioWeaves deployments. For co-
located reference case, we consider a candelabrum type deployment on the ceiling of the wall as
shown in Fig. 6.6a. The antennas are pointing in every corner in the room and thus, this shape
guarantees that we have coverage at every part of the room. For a RadioWeaves deployment,
we consider 4 ULAs on the walls of the room, as shown in Figure 6.6b.

The simulation parameters are given in Table 6.3. The impact of antenna deployment topology of
the activity detection performance in a grant-free scenario is plotted in Figure 6.7. It can be seen
that the RadioWeaves deployment performs much better than co-located deployment, owing to
the fact that the spatial resolution between the users is improved by using RadioWeaves [43].
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Figure 6.7: Grant Free activity detection performance in 100 m× 100 m× 10 m room with clustering based
activity detection.

6.7 Conclusion

In this chapter grant-free and grant-based access techniques are investigated for RadioWeaves
networks. The grant-based access methods are studied for URLLC, while several grant-free
protocols are proposed to support a high number of devices accessing the network. One of the
algorithms uses approximate message passing in a distributed setting. Another method exploits
partially available CSI, obtained by a noisy channel estimate or from a previous channel estimate.
Lastly, the impact of the antenna deployment on a grant-free access technique is studied, where
we demonstrate that the RadioWeaves scenario performs much better than a co-located setup
due to the high spatial diversity of the infrastructure.
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Chapter 7

Conclusion

RadioWeaves considers an unprecedented number of resources embedded into the surrounding
infrastructure. Consequently, enormous performance gains can be obtained, if the complexity of
such a network can be managed. In this deliverable, the initial access stage –prior to and during
communication– is studied for RadioWeaves.

The initial access procedures are categorised into three distinct phases, i.e., network set-up,
de-registered and registered mode. We propose a frequency carrier synchronisation protocol to
perform (partially) coherently processing of geographically distributed antenna arrays, or more
general contact service points (CSPs). This must be done during the network-setup and later pe-
riodically to maintain coherent. After the network-setup procedure, energy neutral (EN) devices
need to be powered for the first time and network-specific information needs to be acquired prior
to any form of communication. To do so, we propose an initial powering protocol and explored
ways to provide coverage during this de-register mode operation. Following this, the device is
known to the network, i.e., in registered mode. As the RadioWeaves infrastructure has an abun-
dance of resources available, clever scheduling of these resources and user equipment (UE)
grouping must be considered. As a first study, we have derived a joint grouping and routing opti-
misation algorithm to route the data for downlink communication to sets of UEs. This was further
generalised into a framework, which dynamically orchestrates federations serving different ap-
plications running on the UEs. This framework takes into account the application requirements,
RadioWeaves infrastructure, current resource loads and fairness to optimise resource alloca-
tion. This framework will be extended during the progress of the other work packages based
on their findings. After setting up the network, registration and resource allocation, medium re-
sources need to be acquired in order to allow for communication. There, two approaches are
considered: grant-based and grant-free access. Grant-based techniques are explored focusing
on ultra-reliable low-latency communications (URLLC). To support a large amount of simultane-
ous random access requests, we proposed several grant-free access techniques.

The developed techniques, algorithms and frameworks will be i) further extended and improved
based on the results of the other work packages and ii) adopted by works in other work packages.
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A.1 Derivation of Distributed approximate message passing
(AMP) Algorithm

We include the detailed derivations associated with the distributed device activity detection pro-
cedure in Algorithm 1 here.

A.1.1 AMP with Minimum mean square error (MMSE) Denoiser and Likelihood-
Ratio Test

By initialising Z0 = Y and X̂
0
= OK×Mtot , the AMP iteration t ∈ {0, 1, · · · } for complex-valued

signals is [63],

x̂t+1
k = gt((Z

t)Tϕ∗
k + x̂t

k︸ ︷︷ ︸
≜ξtk

), ∀k ∈ K, (A.1)

Zt+1 = Y −ΦX̂
t+1

+
1

L
Zt
∑
k∈K

g′
t(ξ

t
k), (A.2)

where X̂
t
= [x̂t

1, · · · , x̂t
K ]

T . Here, gt(·) : CMtot → CMtot is the denoiser and g′
t(ξ) represents its

Jacobian at ξ.

As demonstrated in the state evolution analysis [36], under some mild conditions and in the large-
system limit, ξtk behaves like a Gaussian-noise corrupted version of xk, i.e.,

ξtk ∼ xk + CN (0,Σt). (A.3)

In (A.3), Σt is referred to as the state; this state evolves by

Σt+1 = σ2I+
1

L

∑
k∈K

E
[(
gt(xk+vt)− xk

)(
gt(xk+vt)− xk

)H]
, (A.4)

where vt is a random vector with distribution CN (0,Σt) which is independent of xk, and the
expectation is taken over the joint distribution of xk and vt. The initial state is given by

Σ0 = σ2I+
1

L

∑
k∈K

Rk. (A.5)

The MMSE denoiser is given by the MMSE estimate of xk given ξtk,

gt(ξ
t
k) = E[xk|ξtk] = θtk(ξ

t
k) ·Ψt

kξ
t
k, (A.6)

where

θtk(ξ) =

(
1 +

1−ϵk
ϵk

|Rk+Σt|
|Σt| exp

(
−ξHΩt

kξ
))−1

, (A.7)

Ψt
k = Rk(Rk +Σt)−1, (A.8)

Ωt
k = (Σt)−1 − (Rk +Σt)−1. (A.9)

The support recovery problem is equivalent to the detection of the non-zero entries in the binary
vector a. To determine the value of ak, we consider the binary hypothesis test

H0 : ak = 0 and H1 : ak = 1. (A.10)
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The likelihood-ratio test (LRT) is given by1

ℓk ≜
p(ξk|ak = 0)

p(ξk|ak = 1)

H0

≷
H1

γ, (A.11)

where γ > 0 is the decision threshold. According to (A.3), the likelihood-ratio can be written as

ℓk =
CN (ξk|0,Σ)

CN (ξk|0,Rk+Σ)
=
|Rk+Σ|
|Σ| exp

(
−ξHk Ωkξk

)
. (A.12)

Notice that (A.7) can be rewritten as θtk = (1 + 1−ϵk
ϵk

ℓtk)
−1.

With a large number of antennas, Mtot, a naive implementation of the AMP algorithm has two
major drawbacks: 1) calculating the determinants and inverting the Mtot ×Mtot matrices in (A.7),
(A.8) and (A.9) can be computationally demanding; 2) sending the L ×Mtot-dimensional matrix
Y requires high fronthaul capacity.

A.1.2 Covariance Structure in the AMP State Evolution

The received signal model in distributed MIMO, see (6.3), has a special property: the covari-
ance matrices {Rk} are block-diagonal. In the following theorem, we show that during the state
evolution in AMP, the states maintain the same block-diagonal structure during all iterations.

Theorem 1. Assume that {Rk} have a block-diagonal structure: Rn = bdiag(Rn1, · · · ,RnK).
By using the MMSE denoiser in (A.6), the state Σt in the state evolution (A.4) stays as a block-
diagonal matrix with the same structure for each block, i.e., Σt = bdiag(Σt

1, · · · ,Σt
N), for all

t.

Proof. We prove this theorem by induction. First, when the covariance matrices {Rk} share a
block-diagonal structure, the initial state Σ0 in (A.5) has the same block-diagonal structure. Then,
assuming that Σt stays in this structure, we show that Σt+1 has the same structure.

Definition 1. (Partially Odd or Even Function) A function f : RM → R is partially odd or even in
indices I ⊂ M = {1, · · · ,M} if f(ηI(x)) = −f(x) or f(ηI(x)) = f(x), respectively. Here, ηI(·)
is an element-wise operator with [ηI(x)]i equals to −xi for i ∈ I, and xi otherwise.

An arbitrary expectation term in the summand of the second term in the state evolution (A.4) can
be written as

E
[(
g(x+v,Σ)− x

)(
g(x+v,Σ)− x

)H]
= E

[
g(x+v,Σ)

(
g(x+v,Σ)

)H]
+ E

[
xxH

]
− E

[
g(x+v,Σ)xH

]
− E

[
x
(
g(x+v,Σ)

)H]
.

(A.13)

According to (A.6), the first term equals

ΨE
[
θ(x+ v)2(x+ v)(x+ v)H

]︸ ︷︷ ︸
≜Q

ΨH , (A.14)

1For brevity, we henceforth omit the iteration index t in the superscripts.
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where θ(·) is defined in (A.7). By denoting as px(x) and pv(v) the density functions of x and v,
respectively, the (i, j)-the element of Q is given by

[Q]i,j =

∫
x,v

(xi+vi)(xj+vj)
∗θ(x+v)2px(x)pv(v)︸ ︷︷ ︸

≜fi,j(x,y)

. (A.15)

Denote byMk the row (column) indices corresponding to the k-th diagonal block. Then fi,j(x,y)
is partially odd in Mk if i ∈ Mk and j /∈ Mk, or i /∈ Mk and j ∈ Mk, and partially even in
Mk otherwise. That is, [Q]i,j = 0 if the indices i and j are not in the same diagonal block. This
means that Q is also block-diagonal with the same structure as {Rn}. Then, the first term in
(A.13), which equals to ΨQΨH , keeps the same block-diagonal structure.

By using similar arguments, one can show that the remaining terms have the same structure.

According to Theorem 1, the inversion of the Mtot × Mtot matrices in (A.8) and (A.9) can be
performed by inverting their diagonal blocks, which are of dimension M ×M .2

When the channel vector from device k to CSP n is modeled by i.i.d. Rayleigh fading, the channel
covariance matrix becomes R̃nk = βnkIM . Correspondingly, the effective channel hk from device
k to all CSPs has the distribution CN (0,Rk) with Rk = bdiag(κ1kIM , · · · , κNkIM). The following
corollary can be viewed as a generalization of [63, Theorem 1] to the scenario of distributed
MIMO.

Corollary 1. Assume that {Rk} have the diagonal structure Rk = bdiag(κ1kI, · · · , κNkI). By
using the MMSE denoiser in (A.6), the state Σt stays as a scaled identity matrix for each diagonal
block, i.e., Σt = bdiag(τ t1I, · · · , τ tNI), for all t.

Proof. By setting the size of the diagonal blocks in Theorem 1 to one, we conclude that the state
Σt stays as a diagonal matrix. Then, by using the symmetry, we conclude that the elements
corresponding to the same CSP are equal.

In the i.i.d. Rayleigh case, the calculations of all matrix inversions and determinants simplify to
scalar operations.

A.1.3 Distributed Activity Detection

Since by Theorem 1, Σ and Ωn are both block-diagonal, we can rewrite the likelihood-ratio in
(A.12) as

ℓk =
∏
n∈N

|Rnk+Σn|
|Σn|

exp
(
−ξHnkΩnkξnk

)
︸ ︷︷ ︸

≜ℓnk

.
(A.16)

Equivalently, the LLR is
log ℓk =

∑
n∈N

log ℓnk, (A.17)

2For simplicity, we assume that all CSPs have the same number of antennas. The algorithm, however, can be
easily modified to support arbitrary numbers of antennas.
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where

log ℓnk = log
|Rnk+Σn|
|Σn|

− ξHnkΩnkξnk. (A.18)

Here, Σn and Ωnk are the n-th diagonal blocks of Σ and Ωk, respectively, and ξnk is the corre-
sponding subvector of ξk. This means that the LLR log ℓk can be written as the sum of {log ℓnk},
which can be interpreted as the local LLRs after coherently processing the received signals at
each CSP.

In the special case of i.i.d. Rayleigh fading, the LLR can be further simplified into

log ℓnk = M log

(
1+

κnk

τn

)
− κnk∥ξnk∥2

τn(κnk+τn)
, (A.19)

where the quantity κkn/τk can be interpreted as the signal-to-noise ratio (SNR).

Inspired by the factorization in (A.16), we propose a distributed approach to activity detection
in distributed MIMO. The procedure is as follows: each CSP runs the AMP algorithm locally by
using only the received signal Yk and sends the local LLR log ℓ̂nk to the aggregator. Then, the
aggregator computes the LLR log ℓ̂k =

∑
n∈N log ℓ̂nk for activity detection.

A.2 Device Activity Detection with Partial CSI in RadioWeaves

The signal received at antenna m of CSP n and for pilot symbol t, is given by

ym,n,t =
K−1∑
k=0

(gm,n,k + ϵm,n,kλn,k)e
ȷϕn,ksk,tγk + wm,n,t,

where sk,t is the preamble symbol of user k at time t, wm,n,t is additive white Gaussian noise,
which is assumed to be independently and identically distributed (i.i.d.). Stacking the observations
at antenna m of CSP n over time, gives

ym,n =
K−1∑
k=0

(gm,n,kskγke
ȷϕn,k + ϵm,n,kλn,kskγke

ȷϕn,k) +wm,n.

One can note that, for a fixed/deterministic vector γ and ϕn, ym,n|γ,ϕn has a circularly symmetric
Gaussian distribution with mean

∑K−1
k=0 gm,n,kskγke

ȷϕn,k and covariance matrix

Cn =
∑
k

λ2
n,kγ

2
ksks

H
k + σ2

wI.

Hence, the log-likelihood of this observation vector is

fm,n(γ,ϕ) = − ln (|Cn|)− T ln(π)

−
(
ym,n −

K−1∑
k=0

gm,n,kskγke
ȷϕn,k

)H

C−1
n

(
ym,n,n −

K−1∑
k=0

gm,n,kskγke
ȷϕn,k

)
.

Note that the different ym,n are uncorrelated. Then the log-likelihood of the aggegated observa-
tions at all antennas becomes the sum

f(γ,ϕ) = p(y|γ,ϕ) = −
∑
n

Mn ln (|Cn|)−
∑
n

MnT ln(π)

−
∑
m,n

(
ym,n −

K−1∑
k=0

gm,n,kskγke
ȷϕn,k

)H

C−1
n

(
ym,n −

K−1∑
k=0

gm,n,kskγke
ȷϕn,k

)
.
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Building upon the work presented in Section 6.5.1, we here also maximise the likelihood by using
an iterative approach and update the parameters related to each user one at a time. At a given
iteration, only parameters related to user k′ are updated: γk′ and ϕn,k′ . We can define

ym,n,k′ = ym,n −
K−1∑
k,k ̸=k′

gm,n,kskγke
ȷϕn,k .

The likelihood becomes

f(γk′ ,ϕk′) = −
∑
n

Mn ln (|Cn|)−
∑
n

MnT ln(π)

−
∑
m,n

(
ym,n,k′ − gm,n,k′sk′γk′e

ȷϕn,k′
)H

C−1
n

(
ym,n,k′ − gm,n,k′sk′γk′e

ȷϕn,k′
)
,

after some manipulations,

df

dϕn′,k′
= 0↔ ϕn′,k′ = ∠

∑
m

g∗m,n′,k′s
H
k′γk′C

−1
n′ ym,n′,k′

= ∠sHk′C
−1
n′

∑
m

g∗m,n′,k′ym,n′,k′ .

Inserting this optimal value in the objective function makes the dependence in ϕn′,k′ vanish and
gives

f(γk′) = −
∑
n

Mn ln (|Cn|)−
∑
n

MnT ln(π)

−
∑
m,n

(
ym,n,k′ − gm,n,k′sk′γk′e

ȷϕn′,k′
)H

C−1
n

(
ym,n,k′ − gm,n,k′sk′γk′e

ȷϕn′,k′
)

= −
∑
n

Mn ln (|Cn|)−
∑
n

MnT ln(π)

−
∑
m,n

yH
m,n,k′C

−1
n ym,n,k′ − γ2

k′s
H
k′

∑
n

C−1
n sk′

∑
m

|gm,n,k′ |2

+ 2γk′
∑
n

∣∣∣∣∣∑
m

yH
m,n,k′C

−1
n sk′gm,n,k′

∣∣∣∣∣ .
The dependence in ϕn′,k′ disappears but we have a complex modulus of something that depends
on γk′ , which is not differentiable. Let us define

Cn,−k′ =
∑
k\k′

λ2
n,kγ

2
ksks

H
k + σ2

wI,
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which does not depend on γk′ . Let us apply the Sherman-Morrison formula

(
A+ uvT

)−1
= A−1 − A−1uvTA−1

1 + vTA−1u

C−1
n = C−1

n,−k′ −
C−1

n,−k′sk′s
H
k′C

−1
n,−k′γ

2
k′λ

2
n′,k′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′(

A+ uvT
)−1

u = A−1u− A−1uvTA−1u

1 + vTA−1u

=
A−1u

1 + vTA−1u

C−1
n sk′γk′λn′,k′ =

C−1
n,−k′sk′γk′λn′,k′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

C−1
n sk′ =

C−1
n,−k′sk′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

We thus find

2γk′
∑
n

∣∣∣∣∣∑
m

yH
m,n,k′C

−1
n sk′gm,n,k′

∣∣∣∣∣ = 2γk′
∑
n

∣∣∑
m yH

m,n,k′C
−1
n,−k′sk′gm,n,k′

∣∣
1 + sHk′C

−1
n,−k′sk′γ

2
k′λ

2
n′,k′

,

and the objective function then becomes

f(γk′) = −
∑
n

Mn ln (|Cn|)−
∑
n

MnT ln(π)

−
∑
m,n

yH
m,n,k′C

−1
n ym,n,k′ − γ2

k′s
H
k′

∑
n

C−1
n sk′

∑
m

|gm,n,k′ |2

+ 2γk′
∑
n

∣∣∑
m yH

m,n,k′C
−1
n,−k′sk′gm,n,k′

∣∣
1 + sHk′C

−1
n,−k′sk′γ

2
k′λ

2
n′,k′

.

The differentiability problem is solved. Now we apply the Sherman-Morrison formula on each
inverse to put in evidence the dependence in γk′ . We omit terms that do not depend on it and will
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vanish after taking the derivative.

f̃(γk′) = −
∑
n

Mn ln (|Cn|) (A.20)

+
∑
m,n

yH
m,n,k′

C−1
n,−k′sk′s

H
k′C

−1
n,−k′γ

2
k′λ

2
n′,k′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

ym,n,k′ (A.21)

− γ2
k′

∑
n

sHk′C
−1
n,−k′sk′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

∑
m

|gm,n,k′|2 (A.22)

+ 2

∣∣∣∑m,n y
H
m,n,k′C

−1
n,−k′sk′gm,n,k′

∣∣∣
1 + sHk′C

−1
n,−k′sk′γ

2
k′λ

2
n′,k′

γk′ (A.23)

= −
∑
n

Mn ln (|Cn|) (A.24)

+
∑
m,n

|yH
m,n,k′C

−1
n,−k′sk′ |2λ2

n′,k′γ
2
k′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

− γ2
k′

sHk′C
−1
n,−k′sk′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

∑
m,n

|gm,n,k′|2 (A.25)

+ 2γk′
∑
n

∣∣∑
m yH

m,n,k′C
−1
n,−k′sk′gm,n,k′

∣∣
1 + sHk′C

−1
n,−k′sk′γ

2
k′λ

2
n′,k′

(A.26)

= −
∑
n

Mn ln (|Cn|) +
∑
n

αnγ
2
k′ + βnγk′

1 + δnγ2
k′

(A.27)

where we defined

αn =
∑
m

|yH
m,n,k′C

−1
n,−k′sk′|2λ2

n′,k′ −
∑
n

sHk′C
−1
n,−k′sk′

∑
m

|gm,n,k′ |2

βn = 2

∣∣∣∣∣∑
m

yH
m,n,k′C

−1
n,−k′sk′gm,n,k′

∣∣∣∣∣
δn = sHk′C

−1
n,−k′sk′λ

2
n′,k′ .

df̃

dγk′
=
∑
n

−2Mnλ
2
n,ks

H
k C

−1
n skγk′ +

(2αnγk′ + βn)(1 + δnγ
2
k′)− (αnγ

2
k′ + βnγk′)2δnγk′

(1 + δnγ2
k′)

2

=
∑
n

−2Mnλ
2
n,k

sHk C
−1
n,−k′sk′

1 + sHk′C
−1
n,−k′sk′γ

2
k′λ

2
n′,k′

γk′ +
(2αnγk′ + βn)(1 + δnγ

2
k′)− (αnγ

2
k′ + βnγk′)2δnγk′

(1 + δnγ2
k′)

2

=
∑
n

−2Mn
δnγk′

1 + δnγ2
k′
+

(2αnγk′ + βn)(1 + δnγ
2
k′)− (αnγ

2
k′ + βnγk′)2δnγk′

(1 + δnγ2
k′)

2

Setting the derivative to zero gives

df̃

dγk′
= 0

0 =
∑
n

−2Mnδnγk′(1 + δnγ
2
k′) + (2αnγk′ + βn)(1 + δnγ

2
k′)− (αnγ

2
k′ + βnγk′)2δnγk′

(1 + δnγ2
k′)

2

0 =
∑
n

−γ3
k′2Mnδ

2
n − γ2

k′βnδn + γk′(−2Mnδn + 2αn) + βn

(1 + δnγ2
k′)

2 .
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